1. Introduction

Openness and transparency have long been considered key pillars of the scientific ethos (Merton 1973). Yet there is growing awareness that current research practices often deviate from this ideal, and can sometimes produce misleading bodies of evidence (Miguel et al. 2014). As we survey in this article, there is growing evidence documenting the prevalence of publication bias in economics and other scientific fields, as well as specification searching, and widespread inability to replicate empirical findings. Though peer review and robustness checks aim to reduce these problems, they appear unable to solve the problem entirely. While some of these issues have been widely discussed within economics for some time (for instance, see Leamer 1983; Dewald, Thursby, and Anderson 1986; DeLong and Lang 1992), there has been a notable recent flurry of activity documenting these problems, and also generating new ideas for how to address them.

The goal of this piece is to survey this emerging literature on research transparency and reproducibility, and synthesize the insights emerging in economics as well as from other fields: awareness of these issues has also recently come to the fore in political science (Gerber, Green, and Nickerson 2001; Franco, Malhotra, and Simonovits 2014), psychology (Simmons, Nelson, and Simonsohn 2011; Open Science Collaboration 2015), sociology (Gerber and...
Malhotra 2008b), finance (Harvey, Liu, and Zhu 2016), and other research disciplines as well, including medicine (Ioannidis 2005). We also discuss productive avenues for future work.

The potential flexibility in analysis described in Leamer (1983) has increased with the vastly greater computing power of recent decades and the ability to run a nearly infinite number of regressions (as in Sala-i-Martin 1997), and there is renewed concern that null-hypothesis statistical testing is subject to both conscious and unconscious manipulation. At the same time, technological progress has also facilitated various new tools and potential solutions, including by streamlining the online sharing of data, statistical code, and other research materials, as well as the creation of easily accessible online study registries, data repositories, and tools for synthesizing research results across studies. Data-sharing and replication activities are certainly becoming more common within economics research. Yet, as we discuss below, the progress to date is partial, with some journals and fields within economics adopting new practices to promote transparency and reproducibility and many others not (yet) doing so.

The rest of the paper is organized as follows: section 2 focuses on documenting the problems, first framing them with a simple model of the research and publication process (subsection 2.1), then discussing publication bias (subsection 2.2), specification searching (subsection 2.3), and the inability to replicate results (subsection 2.4). Section 3 focuses on possible solutions to these issues: improved analytical methods (subsection 3.1), study registration (subsection 3.2) and pre-analysis plans (PAPs, subsection 3.3), disclosure and reporting standards (subsection 3.4), and open data and materials (subsection 3.5). Section 4 discusses future directions for research, as well as possible approaches to change norms and practices, and concludes.

2. Evidence on Problems with the Current Body of Research

Multiple problems have been identified within the body of published research results in economics. We focus on three that have come under greater focus in the recent push for transparency: publication bias, specification searching, and an inability to replicate results. Before describing them, it is useful to frame some key issues with a simple model.

2.1 A Model for Understanding the Issues

A helpful model to frame some of the issues discussed below was developed in the provocatively titled “Why Most Published Research Findings Are False” by Ioannidis (2005), which is among the most highly cited medical research articles from recent years. Ioannidis develops a simple model that demonstrates how greater flexibility in data analysis may lead to an increased rate of false positives and, thus, incorrect inference.

Specifically, the model estimates the positive predictive value (PPV) of research, or the likelihood that a claimed empirical relationship is actually true, under various assumptions. A high PPV means that most claimed findings in a literature are reliable; a low PPV means the body of evidence is riddled with false positives. The model is similar to that of Wacholder et al. (2004), which estimates the closely related false positive report probability.1

For simplicity, consider the case in which a relationship or hypothesis can be classified in a binary fashion as either a “true relationship”

1 We should note that there is also a relatively small amount of theoretical economic research modeling the researcher and publication process including Henry (2009), which predicts that, under certain conditions, more research effort is undertaken when not all research is observable, if such costs can be incurred to demonstrate investigator honesty. See also Henry and Ottaviani (2014) and Libgober (2015).
or “no relationship.” Define $R_i$ as the ratio of true relationships to no relationships commonly tested in a research field $i$ (e.g., development economics). Prior to a study being undertaken, the probability that a true relationship exists is thus $R_i/(R_i + 1)$. Using the usual notation for statistical power of the test $(1 - \beta)$ and statistical significance level ($\alpha$), the PPV in research field $i$ is given by:

$$PPV_i = \frac{(1 - \beta)R_i}{(1 - \beta)R_i + \alpha}.$$  

Clearly, the better powered the study, and the stricter the statistical significance level, the closer the PPV is to one, in which case false positives are largely eliminated. At the usual significance level of $\alpha = 0.05$ and in the case of a well-powered study $(1 - \beta = 0.80)$ in a literature in which half of all hypotheses are thought to be true ex ante $(R_i/(R_i + 1) = 0.5)$, the PPV is relatively high at 94 percent, a level that would not seem likely to threaten the validity of research in a particular economics subfield.

However, reality is considerably messier than this best-case scenario and, as Ioannidis describes, this could lead to high rates of false positives in practice due to the presence of underpowered studies, specification searching, and researcher bias, and the possibility that only a subset of the analysis in a research literature is published. We discuss these extensions in turn.

We start with the issue of statistical power. Doucouliagos and Stanley (2013); Ioannidis, Stanley, and Doucouliagos (2017); and others have documented that many empirical economics studies are actually quite underpowered. With a more realistic level of statistical power for many studies, say at 0.50, but maintaining the other assumptions above, the PPV falls to 91 percent, which is beginning to potentially look like more of a concern. For power $= 0.20$, fully 20 percent of statistically significant findings are false positives.

This concern, and those discussed next, are all exacerbated by bias in the publication process. If all estimates in a literature were available to the scientific community, researchers could begin to undo the concerns over a low PPV by combining data across studies, effectively achieving greater statistical power and more reliable inference, for instance, using meta-analysis methods. However, as we discuss below, there is growing evidence of a pervasive bias in favor of significant results, in both economics and other fields. If only significant findings are ever seen by the researcher community, then the PPV is the relevant quantity for assessing how credible an individual result is likely to be.

Ioannidis extends the basic model to account for the possibility of what he calls researcher bias. Denoted by $u$, researcher bias is defined as the probability that a researcher presents a non-finding as a true finding, for reasons other than chance variation in the data. This researcher bias could take many forms, including any combination of specification searching, data manipulation, selective reporting, and even outright fraud; below, we attempt to quantify the prevalence of these behaviors among researchers. There are many checks in place that attempt to limit this bias, and through the lens of empirical economics research, we might hope that the robustness checks typically demanded of scholars in seminar presentations and during journal peer review manage to keep the most extreme forms of bias in check. Yet we believe most economists would agree that there remains considerable wiggle room in the presentation of results in practice, in most cases due to behaviors that fall far short of outright fraud.

Extending the above framework to incorporate the researcher bias term ($u_i$) in field $i$ leads to the following expression:

$$PPV_i = \frac{(1 - \beta)R_i + u_i\beta R_i}{(1 - \beta)R_i + \alpha + u_i\beta R_i + u_i(1 - \alpha)}.$$
Here, the actual number of true relationships (the numerator) is almost unchanged, though there is an additional term that captures the true effects that are correctly reported as significant only due to author bias. The total number of reported significant effects could be much larger due to both sampling variation and author bias. If we go back to the case of 50 percent power, $R_i/(R_i + 1) = 0.5$, and the usual 5 percent significance level, but now assume that author bias is low at 10 percent, the PPV falls from 91 percent to 79 percent. If 30 percent of authors are biased in their presentation of results, the PPV drops dramatically to 66 percent, meaning that over a third of reported significant effects are actually false positives.

In a further extension, Ioannidis examines the case where there are $n_i$ different research teams in a field $i$ generating estimates to test a research hypothesis. Once again, if only the statistically significant findings are published, so there is no ability to pool all estimates, then the likelihood that any published estimate is truly statistically significant can again fall dramatically.

In table 1 (a reproduction of table 4 from Ioannidis 2005), we present a range of parameter values and the resulting PPV. Different research fields may have inherently different levels of the $R_i$ term, where literatures that are in an earlier stage, and are thus more exploratory, presumably have lower likelihoods of true relationships.

This simple framework brings a number of the issues we deal with in this article into sharper relief, and contains a number of lessons. Ioannidis (2005) himself concludes that the majority of published findings in medicine are likely to be false, and while we are not prepared to make a similar claim for empirical economics research—in part because it is difficult to quantify some of the key parameters in the model—we do feel that this exercise raises important concerns about the reliability of findings in many literatures.

First off, literatures characterized by statistically underpowered (i.e., small $1 - \beta$) studies are likely to have many false positives. A study may be underpowered both because of small sample sizes, and if the underlying effect sizes are relatively small. A possible approach to address this concern is to employ larger data sets or estimators that are more powerful.

Second, the hotter a research field, with more teams ($n_i$) actively running tests and higher stakes around the findings, the more likely it is that findings are false positives. This is both due to the fact that multiple testing generates more false positives (in absolute numbers) and also because author bias ($u_i$) may be greater when the stakes are higher. Author bias is also a concern when there are widespread prejudices in a research field, for instance, against publishing findings that contradict core theoretical concepts or assumptions.

Third, the greater the flexibility in research design, definitions, outcome measures, and analytical approaches in a field, the less likely the research findings are to be true, again due to a combination of multiple testing concerns and author bias. One possible approach to address this concern is to mandate greater data sharing so that other scholars can assess the robustness of results to alternative models. Another is through approaches such as PAPs that effectively force scholars to present a certain core set of analytical specifications, regardless of the results.

With this framework in mind, we next present empirical evidence from economics and other social science fields regarding the extent of some of the problems and biases we have been discussing, and then in section 3 turn to potential ways to address them.
2.2 Publication Bias

Publication bias arises if certain types of statistical results are more likely to be published than other results, conditional on the research design and data used. This is usually thought to be most relevant in the case of studies that fail to reject the null hypothesis, which are thought to generate less support for publication among referees and journal editors. If the research community is unable to track the complete body of statistical tests that have been run, including those that fail to reject the null (and thus are less likely to be published), then we cannot determine the true proportion of tests in a literature that reject the null. Thus, it is critically important to understand how many tests have been run. The term “file drawer problem” was coined decades ago (Rosenthal 1979) to describe this problem of results that are missing from a body of research evidence. The issue was a concern even earlier—see, for example, Sterling (1959), which warned of “embarrassing and unanticipated results” from type I errors if nonsignificant results went unpublished.

Important recent research by Franco, Malhotra, and Simonovits (2014) affirms the importance of this issue in practice in contemporary social science research. They document that a large share of empirical analyses in the social sciences are never published or even written up, and the likelihood that a finding is shared with the broader research community falls sharply for “null” findings, i.e., those that are not statistically significant (Franco, Malhotra, and Simonovits 2014).

Cleverly, the authors are able to look inside the file drawer through their access to the universe of studies that passed rigorous peer review for inclusion in a nationally representative social science survey administered at no cost to the researchers, namely, the National Science Foundation (NSF)-funded Time-sharing Experiments in the Social Sciences, or TESS. The same
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Cleverly, the authors are able to look inside the file drawer through their access to the universe of studies that passed rigorous peer review for inclusion in a nationally representative social science survey administered at no cost to the researchers, namely, the National Science Foundation (NSF)-funded Time-sharing Experiments in the Social Sciences, or TESS. The same
survey research firm conducted nearly all of the studies, and all studies included power calculations as part of the application process. TESS funded experimental studies across research fields, including in economics—e.g., Walsh, Dolfin, and DiNardo (2009) and Allcott and Taubinsky (2015)—as well as political science, sociology, and other fields. Franco, Malhotra, and Simonovits (2014) successfully tracked nearly all of the original studies over time, keeping track of the nature of the empirical results as well as the ultimate publication of the study, across the dozens of studies that participated in the original project.

They find a striking empirical pattern: studies where the main hypothesis test yielded null results are 40 percentage points less likely to be published in a journal than a strongly statistically significant result, and a full 60 percentage points less likely to be written up in any form. This finding has potentially severe implications for our understanding of findings in whole bodies of social science research, if “zeros” are never seen by other scholars, even in working-paper form. It implies that the PPV of research is likely to be lower than it would be otherwise, and also has negative implications for the validity of meta-analyses, if null results are not known to the scholars attempting to draw broader conclusions about a body of evidence. Figure 1 reproduces some of the main patterns from Franco, Malhotra, and Simonovits (2014), as described in Mervis (2014b).

Consistent with these findings, other recent analyses have documented how widespread publication bias appears to be in economics research. Brodeur et al. (2016) collected a large sample of test statistics from papers in three top journals that publish largely empirical results (the American Economic Review, Quarterly Journal of Economics, and Journal of Political Economy) from 2005–11. They propose a method to differentiate between the journals’ selection of papers with statistically stronger results and inflation of significance levels by the authors themselves. They begin by pointing out that a distribution of $z$-statistics under the null hypothesis would have a monotonically decreasing probability density. Next, if journals prefer results with stronger significance levels, this selection could explain an increasing density, at least on part of the distribution. However, Brodeur et al. (2016) hypothesize that observing a local minimum density before a local maximum is unlikely if only this selection process by journals is present. They argue that a local minimum is consistent with the additional presence of inflation of significance levels by the authors.

Brodeur et al. (2016) document a rather disturbing two-humped density function of test statistics, with a relative dearth of reported $p$-values just above the standard 0.05 level (i.e., below a $t$-statistic of 1.96) cutoff for statistical significance, and greater density just below 0.05 (i.e., above 1.96 for $t$-statistics). This is a strong indication that some combination of author bias and publication bias is fairly common. Using a variety of possible underlying distributions of test statistics, and estimating how selection would affect these distributions, they estimate the residual (“the valley and the echoing bump”) and conclude that 10–20 percent of marginally significant empirical results in these journals are likely to be unreliable. They also document that the proportion of misreporting appears to be lower in articles without “eye-catchers” (such as asterisks in tables that denote statistical significance), as well as in papers written by more senior authors, including those with tenured authors.

A similar pattern strongly suggestive of publication bias also appears in other social science fields including political science, sociology, psychology, as well as in clinical medical research. Gerber and Malhotra
(2008b) have used the caliper test, which compares the frequency of test statistics just above and below the key statistical significance cutoff, which is similar in spirit to a regression discontinuity design. Specifically, they compare the number of $z$-scores lying in the interval $[1.96 - X\% , 1.96]$ to the number in $(1.96 , 1.96 + X\% ]$, where $X$ is the size of the caliper, and they examine these differences at 5 percent, 10 percent, 15 percent, and 20 percent critical values.

These caliper tests are used to examine reported empirical results in leading sociology journals (the American Sociological Review, American Journal of Sociology, and The Sociological Quarterly) and reject the hypothesis of no publication bias at the 1 in 10 million level (Gerber and Malhotra 2008a). Data from two leading political science journals (the American Political Science Review and American Journal of Political Science) reject the hypothesis of no
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3Note that when constructing $z$-scores from regression coefficients and standard errors, rounding may lead to an artificially large number of round or even integer $z$-scores. Brodeur et al. (2016) reconstruct original estimates by randomly redrawing numbers from a uniform interval (i.e., a standard error of 0.02 could actually be anything in the interval $[0.015, 0.025]$). This does not alter results significantly.
publication bias at the 1 in 32 billion level (Gerber and Malhotra 2008a).

Psychologists have recently developed a related tool called the “p-curve,” describing the density of reported \( p \)-values in a literature, that again takes advantage of the fact that if the null hypothesis were true (i.e., no effect), \( p \)-values should be uniformly distributed between 0 and 1 (Simonsohn, Nelson, and Simmons 2014a). Intuitively, under the null of no effect, a \( p \)-value <0.08 should occur 8 percent of the time, a \( p \)-value <0.07 occurs 7 percent of the time, etc., meaning a \( p \)-value between 0.07 and 0.08, or between any other 0.01-wide interval, should occur 1 percent of the time. In the case of true nonzero effects, the distribution of \( p \)-values should be right-skewed (with a decreasing density), with more low values (0.01) than higher values (0.04) (Hung et al. 1997). In contrast, in bodies of empirical literature suffering from publication bias, or “p-hacking” in their terminology, in which researchers evaluate significance as they collect data and only report results with statistically significant effects, the distribution of \( p \)-values would be left-skewed (assuming that researchers stop searching across specifications or collecting data once the desired level of significance is achieved).

To test whether a p-curve is right or left skewed, one can construct what the authors call a “pp-value,” or \( p \)-value of the \( p \)-value—the probability of observing a significant \( p \)-value at least as extreme if the null were true—and then aggregate the pp-values in a literature with Fisher’s method and test for skew with a \( \chi^2 \) test. The authors also suggest a test of comparing whether a p-curve is flatter than the curve that would result if studies were (somewhat arbitrarily) powered at 33 percent, and interpret a p-curve that is significantly flatter or left skewed than this as lacking in evidentiary value. The p-curve can also potentially be used to correct effect-size estimates in literatures suffering from publication bias; corrected estimates of the “choice overload” literature exhibit a change in direction from standard published estimates (Simonsohn, Nelson, and Simmons 2014b).

Thanks to the existence of study registries and ethical review boards in clinical medical research, it is increasingly possible to survey nearly the universe of studies that have been undertaken, along the lines of Franco, Malhotra, and Simonovits (2014). Easterbrook et al. (1991) reviewed the universe of protocols submitted to the Central Oxford Research Ethics Committee, and both Turner et al. (2008) and Kirsch et al. (2008) employ the universe of tests of certain antidepressant drugs submitted to the FDA, and all found significantly higher publication rates when tests yield statistically significant results. Turner et al. found that 37 of 38 (97 percent) of trials with positive, i.e., statistically significant, results were published, while only 8 of 24 (33 percent) with null (or negative) results were published; for a meta-meta-analysis of the latter two studies, see Ioannidis (2008).

A simple model of publication bias described in McCrary, Christensen, and Fanelli (2016) suggests that, under some relatively strong assumptions regarding the rate of non-publication of statistically nonsignificant results, readers of research studies could potentially adjust their significance threshold to “undo” the distortion by using a more stringent \( t \)-test statistic of

\[ \frac{t_{\text{observed}}}{t_{\text{adjusted}}} \]

where

\[ t_{\text{adjusted}} = \frac{t_{\text{observed}}}{\sqrt{1 + \frac{\text{rate of non-publication}}{\text{rate of publication}}}} \]

4Unlike economics journals, which often use asterisks or other notation to separately indicate \( p \)-values (0, 0.01), \( [0.01, <0.05] \), and \([0.05, 0.1]\), psychology journals often indicate only whether a \( p \)-value is <0.05, and this is the standard used throughout (Simonsohn, Nelson, and Simmons 2014a).

5For an online implementation of the p-curve, see http://p-curve.com. Also see a discussion of the robustness of the test in Ulrich and Miller (2015); and Simonsohn, Simmons, and Nelson (2015a).
3.02 (rather than 1.96) to infer statistical significance at 95 percent confidence. They note that approximately 30 percent of published test statistics in the social sciences fall between these two cutoffs. It is also possible that this method would break down and result in a “t-ratio arms race” if all researchers were to use it, so it is mostly intended for illustrative purposes.

As an aside, it is also possible that publication bias could work against rejection of the null hypothesis in some cases. For instance, within economics, in cases where there is a strong theoretical presumption among some scholars that the null hypothesis of no effect is likely to hold (e.g., in certain tests of market efficiency), the publication process could be biased by a preference among editors and referees for non-rejection of the null hypothesis of no effect. This complicates efforts to neatly characterize the nature of publication bias, and may limit the application of the method in McCrary, Christensen, and Fanelli (2016).

Taken together, a growing body of evidence indicates that publication bias is widespread in economics and many other scientific fields. Stepping back, these patterns do not appear to occur by chance, but are likely to indicate some combination of selective editor (and referee) decision making, the file-drawer problem alluded to above, and/or widespread specification searching (the focus of the next subsection), which is closely related to what the Ioannidis (2005) model calls author bias.

2.2.1 Publication Bias in Several Empirical Economics Literatures

Scholars working in several specific literatures within economics have argued for the presence of considerable publication bias, including labor economics literatures on minimum-wage impacts and on the value of a statistical life (VSL), and we discuss both briefly here, as well as several other bodies of evidence in economics.

Card and Krueger (1995) conducted a meta-analysis of the minimum wage and unemployment literature, and test for the “inverse-square-root” relationship between sample size and t-ratio that one would expect if there were a true effect and no publication bias, since larger samples should generally produce more precise estimates (for a given research design). They find that t-statistics from the fifteen studies using quarterly data available at the time of writing are actually negatively correlated with sample sizes. A possible explanation is that a structural change in the effect of the minimum wage (a decline over time) has taken place, but the authors consider publication bias and specification searching a more likely explanation. Neumark and Wascher (1998) construct an alternative test for publication bias, which produces an attenuation of the effect size with larger sample sizes (as sample sizes increased over time) that is qualitatively similar to that in Card and Krueger (1995), but Neumark and Wascher thus place more emphasis on the structural change explanation (i.e., actual effects declined over time) and discount the possibility of publication bias. Another explanation has been proposed for Card and Krueger’s findings: the simple lack of a true effect of the minimum wage on unemployment. If the null hypothesis of no effect is true, the t-statistic would have no relationship with sample size. Studies that advance this alternative explanation (Stanley
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6 Card and Krueger explain: “A doubling of the sample size should lower the standard error of the estimated employment effect and raise the absolute t-ratio by about 40 percent if the additional data are independent and the statistical model is stable. More generally, the absolute value of the t-ratio should vary proportionally with the square root of the number of degrees of freedom, and a regression of the log of the t-ratio on the log of the square root of the degrees of freedom should yield a coefficient of 1.” In a similar test in political science, Gerber, Green, and Nickerson (2001) document likely publication bias in the voter mobilization campaign literature, showing that studies with larger sample sizes tend to produce smaller effect-size estimates.
2005; Doucouliagos and Stanley 2009) argue that the minimum-wage literature does likely suffer from some publication bias, since many studies' t-statistics hover around 2, near the standard 95 percent confidence level, and other tests, described below in section 3, indicate as much.

Several studies have also documented the presence of publication bias in the literature estimating the VSL. As government regulations in health, environment and transportation are frequently based on this value, accurate estimation is of great public importance, but there is growing consensus that there is substantial publication bias in this literature, leading to a strong upward bias in reported estimates (Ashenfelter and Greenstone 2004). Using the collection of thirty-seven studies in Bellavance, Dionne, and Lebeau (2009), Doucouliagos, Stanley, and Giles (2012) find that correcting for publication bias (using an approach we discuss below in section 3.1.2) reduces the estimates of VSL by 70–80 percent from that produced by a standard meta-analysis regression. Similar analysis shows that, correcting for publication bias, the VSL also appears largely inelastic to individual income (Doucouliagos, Stanley, and Viscusi 2014). An updated analysis of publication bias in the VSL literature by Viscusi (2015) shows that publication bias is large and leads to meaningfully inflated estimates, but argues much of it may stem from early studies in the literature that used voluntary reporting of occupational fatalities, while more recent studies estimates employing the Census of Fatal Occupational Injuries suffer from less measurement error and tend to produce larger estimates.

Evidence for publication bias has been documented in many other economics research literatures, although not in all. See Longhi, Nijkamp, and Poot (2005) and Knell and Stix (2005), for notable examples. Table 2 describes a number of related publication bias studies that might be of interest to readers, but for reasons of space they are not discussed in detail here. In the most systematic approach to date (to our knowledge), Doucouliagos and Stanley (2013) carry out a meta-meta-analysis of 87 meta-analysis papers (many of which are reported in table 2), and find that over half of the literatures suffer from “substantial” or “severe” publication bias, with particularly large degrees of bias in empirical macroeconomics and empirical research based on demand theory, and somewhat less publication bias in subfields with multiple contested economic theories. (Of course, and not to be facetious, one cannot completely rule out publication bias even among this body of publication bias studies.)

The Journal of Economic Surveys has published many meta-regression papers, including a special issue devoted to meta-regression and publication bias (Roberts 2005). The statistical techniques for assessing publication bias are summarized in Stanley (2005), and many of these are applied in the articles listed in table 2. One common data visualization approach is the use of funnel graphs—see Stanley and Doucouliagos (2010), Light and Pillemer (1984), and our discussion in section 3, below.

2.2.2 Publication Bias and Effect Size

Another important issue related to publication bias and null hypothesis testing is the reporting of the magnitude of effect sizes. Although it appears that economics may fare somewhat better than other social science disciplines in this regard, since economics studies typically report regression coefficients and standard errors while articles in some other disciplines (e.g., psychology) have historically only reported p-values, there is some evidence that under-reporting of effect magnitudes is still a concern. In a review in
### TABLE 2
**Examples of Recent Meta-Analyses in Economics**

<table>
<thead>
<tr>
<th>Paper</th>
<th>Topic</th>
<th>Publication bias?</th>
<th>Papers (Estimates) used</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brodeur et al. (2016)</td>
<td>Wide collection of top publications</td>
<td>+</td>
<td>641 (50,078)</td>
<td>Finds that 10–20% of significant results are misplaced, and should not be considered statistically significant.</td>
</tr>
<tr>
<td>Viscusi (2015)</td>
<td>Value of a statistical life (VSL)</td>
<td>+</td>
<td>17 (550)</td>
<td>Use of better and more recent fatality data indicates publication bias exists, but that accepted VSL are correct.</td>
</tr>
<tr>
<td>Doucouliagos, Stanley, and Viscusi (2014)</td>
<td>VSL and income elasticity</td>
<td>+</td>
<td>14 (101)</td>
<td>Previous evidence was mixed, but controlling for publication bias shows the income elasticity of VSL is clearly inelastic.</td>
</tr>
<tr>
<td>Doucouliagos and Stanley (2013)</td>
<td>Meta-meta-analysis</td>
<td>+</td>
<td>87/3,599 (19,528)</td>
<td>87 meta analyses with 3,599 original articles and 19,528 estimates show that 60% of research areas feature substantial or severe publication bias.</td>
</tr>
<tr>
<td>Havranek and Irsova (2012)</td>
<td>Foreign direct investment spillovers</td>
<td>~</td>
<td>57 (3,626)</td>
<td>Find publication bias only in published papers and only in the estimates authors consider most important.</td>
</tr>
<tr>
<td>Mookerjee (2006)</td>
<td>Exports and economic growth</td>
<td>+</td>
<td>76 (95)</td>
<td>Relationship between exports and growth remains significant, but is significantly smaller when corrected for publication bias.</td>
</tr>
<tr>
<td>Nijkamp and Poot (2005)</td>
<td>Wage curve literature</td>
<td>+</td>
<td>17 (208)</td>
<td>Evidence of publication bias in the wage curve literature (the relationship between wages and local unemployment); adjusting for it gives an elasticity estimate of −0.07 instead of the previous consensus of −0.1.</td>
</tr>
<tr>
<td>Abreu, de Groot, and Florax (2005)</td>
<td>Growth rate convergence</td>
<td>0</td>
<td>48 (619)</td>
<td>Adjusting for publication bias in the growth literature on convergence does not change estimates significantly.</td>
</tr>
<tr>
<td>Rose and Stanley (2005)</td>
<td>Trade and currency unions</td>
<td>+</td>
<td>34 (754)</td>
<td>Relationship persists despite publication bias. Currency union increases trade 30–90%.</td>
</tr>
<tr>
<td>Longhi, Nijkamp, and Poot (2005)</td>
<td>Immigration and wages</td>
<td>0</td>
<td>18 (348)</td>
<td>Publication bias is not found to be a major factor. The negative effect of immigration is quite small (0.1%) and varies by country.</td>
</tr>
<tr>
<td>Knell and Stix (2005)</td>
<td>Income elasticity of money demand</td>
<td>0</td>
<td>50 (381)</td>
<td>Publication bias does not significantly affect the literature. Income elasticities for narrow money range from 0.4 to 0.5 for the United States and 1.0 to 1.3 for other countries.</td>
</tr>
<tr>
<td>Doucouliagos and Laroche (2003)</td>
<td>Union productivity effects</td>
<td>+</td>
<td>73 (73)</td>
<td>Publication bias is not considered a major issue. Negative productivity associations are found in the United Kingdom, with positive associations in the United States.</td>
</tr>
<tr>
<td>Gorg and Strobl (2001)</td>
<td>Multinational corporations and productivity spillovers</td>
<td>+</td>
<td>21 (25)</td>
<td>Study design affects results, with cross-sectional studies reporting higher coefficients than panel data studies. There is also some evidence of publication bias.</td>
</tr>
<tr>
<td>Ashenfelter, Harmon, and Oosterbeek (1999)</td>
<td>Returns to education</td>
<td>+</td>
<td>27 (96)</td>
<td>Publication bias is found, and controlling for it significantly reduces the differences between types of estimates of returns to education.</td>
</tr>
</tbody>
</table>

**Notes:** Table shows a sample of recent papers conducting meta-analyses and testing for publication bias in certain literatures in economics. Positive evidence for publication bias indicated by “+”, no evidence for publication bias with “0”, and mixed evidence with “~”. The number of papers and total estimates used in the meta-analysis are also shown.
this journal, McCloskey and Ziliak (1996) find that 70 percent of full-length American Economic Review articles did not distinguish between statistical and practical significance. Follow-up reviews in 2004 and 2008 conclude that the situation had not meaningfully improved (Ziliak and McCloskey 2004; Ziliak and McCloskey 2008).

DeLong and Lang (1992) is an early contribution that addresses the issue of publication of null findings and effect sizes. They show that only 78 of 276 null hypotheses tested in empirical papers published in leading economics journals at the time were not rejected. This is generally equivalent to affirming an underlying economic model, since null hypotheses typically test for a zero effect. However, using the uniform distribution of $p$-values under a true null hypothesis, and the startling lack of published $p$-values close to 1, they conclude it is likely that practically all tested statistical null hypotheses in empirical economics are indeed false. They also conclude that the null results that actually do get published in journals may also result from publication bias: a null result is arguably more interesting if it contradicts previous statistically significant results. DeLong and Lang go on to suggest that since almost all tested null hypotheses in economics are false, empirical evidence should pay more attention to practical significance and effect size rather than statistical significance alone, as is too often the case.

2.3 Specification Searching

While publication bias implies a distortion of a body of multiple research studies, bias is also possible within any given study (for instance, as captured in the author bias term $u$ in Ioannidis 2005). In the 1980s and 90s, expanded access to computing power led to rising concerns that some researchers were carrying out growing numbers of analyses and selectively reporting econometric analysis that supported preconceived notions—or were seen as particularly interesting within the research community—and ignoring, whether consciously or not, other specifications that did not.

One the most widely cited articles from this period is Leamer’s (1983), “Let’s Take the Con Out of Econometrics,” which discusses the promise of improved research design (namely, randomized trials) and argues that in observational research, researchers ought to transparently report the entire range of estimates that result from alternative analytical decisions. Leamer’s illustrative application employs data from a student’s research project, namely, US data from forty-four states, to test for the existence of a deterrent effect of the death penalty on the murder rate. (These data are also used in McManus 1985.) Leamer classifies variables in the data as either “important” or “doubtful” determinants of the murder rate, and then runs regressions with all possible combinations of the doubtful variables, producing a range of different estimates. Depending on which set of control variables, or covariates, were included (among state median income, unemployment, percent population non-white, percent population 15–24 years old, percent male, percent urban, percent of two-parent households, and several others), the main coefficient of interest—the number of murders estimated to be prevented by each execution—ranges widely on both sides of zero, from twenty-nine lives saved to twelve lives lost. Of the five ways of classifying variables as important or doubtful that Leamer evaluated, three produced a range of estimates that included zero, suggesting that inference was quite fragile in this case.

Leamer’s recommendation that observational studies employ greater sensitivity checks, or extreme bounds analysis (EBA), was not limited to testing the effect of including different combinations of covariates,
as in Leamer (1983). More detailed descriptions of EBA in Leamer (1978) and Leamer and Leonard (1983) explain that, if provided two “doubtful” control variables \( z_1 \) and \( z_2 \), and an original regression \( y_t = \beta x_t + \gamma_1 z_1 t + \gamma_2 z_2 t + u_t \), researchers should define a composite control variable \( w(t(\theta)) = z_1 t + \theta z_2 t \), allow \( \theta \) to vary, and then report the range of estimates produced by the regression \( y_t = \beta x_t + \eta w(t(\theta)) + u_t \). The recommendations that flowed from Leamer’s EBA were controversial, at least partly because they exposed widespread weaknesses in the practice of applied economics research at the time, and perhaps partly due to Leamer’s often pointed (or humorous, some would say) writing style. Few seemed eager to defend the state of applied economics, but many remained unconvinced that sensitivity analysis, as implemented with EBA, was the right solution. In “What Will Take the Con Out of Econometrics” (McAleer, Pagan, and Volker 1985), critics of EBA sensibly considered the choice of which variables to deem important and which doubtful just as open to abuse by researchers as the original issue of covariate inclusion.

Echoing some of Leamer’s (1983) recommendations, a parallel approach to bolstering applied econometric inference focused on improved research design, instead of sensitivity analysis. LaLonde (1986) applied widely used techniques from observational research to data from a randomized trial and showed that none of the methods reproduced the experimentally identified, and thus presumably closer to true, estimate.7

Since the 1980s, empirical research practices in economics have changed significantly, especially with regards to improvements in research design. Angrist and Pischke (2010) make the point that improved experimental and quasi-experimental research designs have made much econometric inference more credible. However, Leamer (2010) argues that researchers retain a significant degree of flexibility in how they choose to analyze data, and that this leeway could introduce bias into their results.

This flexibility was highlighted in Lovell (1983), who shows that with a few assumptions regarding the variance of the error terms, searching for the best \( k \) of \( c \) explanatory variables means that a coefficient that appears to be significant at the level \( \hat{\alpha} \) is actually only significant at the level \( 1 - (1 - \hat{\alpha})^{c/k} \). In the case of \( k = 2 \) and 5 candidate variables, this risks greatly over-stating significance levels, and the risk is massive if there are, say, 100 candidate variables. Lovell (1983) goes on to argue for the same sort of transparency in analysis as Leamer (1983). Denton (1985) expands on Lovell’s work and shows that data mining can occur as a collective phenomenon even if each individual researcher tests only one pre-stated hypothesis, if there is selective reporting of statistically significant results, an argument closely related to the file-drawer publication bias discussion above (Rosenthal 1979).

Related points have been made in other social science fields in recent years. In psychology. Simmons, Nelson, and Simonsohn “prove” that listening to the Beatles’ song “When I’m Sixty-Four” made listeners a year and a half younger (Simmons, Nelson, and Simonsohn 2011). The extent and ease of this “fishing” in analysis is also described in political science by Humphreys, Sanchez de la Sierra, and van der Windt (2013), who use simulations to show how a multiplicity of outcome measures and heterogeneous
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7 In a similar spirit, researchers have more recently called attention to the lack of robustness in some estimates from random-coefficient demand models, where problems with certain numerical maximization algorithms may produce misleading estimates (Knittel and Metaxoglou 2011, 2014). McCullough and Vinod (2003) contains a more general discussion of robustness and replication failures in nonlinear maximization methods.
treatment effects (subgroup analyses) can be used to generate a false positive, even with large sample sizes. In statistics, Gelman and Loken (2013) agree that “[a] data set can be analyzed in so many different ways (with the choices being not just what statistical test to perform but also decisions on what data to [include] or exclude, what measures to study, what interactions to consider, etc.), that very little information is provided by the statement that a study came up with a $p < 0.05$ result.”

The greater use of extra robustness checks in applied economics is designed to limit the extent of specification search, and is a shift in the direction proposed by Leamer (1983), but it is unclear how effective these changes are in reducing bias in practice. As noted above, the analysis of 641 articles from three top economics journals in recent years presented in Brodeur et al. (2016) still shows a disturbing two-humped distribution of $p$-values, with relatively few $p$-values between 0.10 and 0.25 and far more just below 0.05. Their analysis also explores the correlates behind this pattern, and finds that this apparent misallocation of $p$-values just below the accepted statistically significant level was less pronounced for articles written by tenured authors, and tentatively finds it less pronounced among studies based on randomized controlled trials (RCT, suggesting that improved research design itself may partially constrain data mining). However, they did not detect any discernible differences in the pattern based on whether the authors had publicly posted the study’s replication data in the journal’s public archive.

2.3.1 Subgroup Analysis

One area of analytical flexibility that appears particularly important in practice is subgroup analysis. In many cases, there are multiple distinct interaction effects that could plausibly be justified by economic theory, and current data sets have a growing richness of potential covariates. Yet it is rare for applied economics studies to mention how many different interaction effects were tested, increasing the risk that only statistically significant false positives are reported.

While there are few systematic treatments of this issue in economics, there has been extensive discussion of this issue within medical research, where the use of non-prespecified subgroup analysis is strongly frowned upon. The FDA does not use subgroup analysis in its drug approval decisions (Maggioni et al. 2007). An oft repeated, and humorous, case comes from a trial of aspirin and streptokinase use after heart attacks, conducted in a large number of patients ($N = 17,187$). Aspirin and streptokinase were found to be beneficial, except for patients born under Libra and Gemini astrological signs, for whom there was a harmful (but not statistically significant) effect (ISIS-2 Collaborative Group 1988). The authors included the zodiac subgroup analysis because journal editors had suggested that forty subgroups be analyzed, and the authors relented under the condition that they could include a few subgroups of their own choosing to demonstrate the unreliability of such analysis (Schulz and Grimes 2005).

2.4 Inability to Replicate Results

2.4.1 Data Availability

There have been long-standing concerns within economics over the inability to replicate the results of specific published papers. The pioneering example is a project undertaken by the Journal of Money, Credit, and Banking (JMCB) (Dewald, Thursby, and Anderson 1986). The journal launched the JMCB Data Storage and Evaluation Project with NSF funding in 1982, which requested data and code from authors who published papers in the journal. Despite the adoption

---

8 Note that the NSF has long had an explicit policy of expecting researchers to share their primary data, though
of an explicit policy of data sharing by the *JMCB* during the project, only 78 percent of authors provided data within six months after multiple requests, although this was certainly an improvement over the 34 percent data-sharing rate in the control group, namely, those who published before the new journal policy went into effect. Of the papers that were still under review by the *JMCB* at the time of the requests for data, one quarter did not even respond to the request, despite the request coming from the same journal considering their paper. The data that was submitted was often an unlabeled and undocumented mess, a problem that has persisted with recent data-sharing policies, as discussed below. Dewald, Thursby, and Anderson (1986) attempted to replicate nine empirical papers, and despite extensive assistance from the original authors, they were often unable to reproduce the papers’ published results.

Little changed for a long time after the publication of this landmark article. A decade later, in a follow-up piece to the *JMCB* project published in the *Federal Reserve Bank of St. Louis Review*, Anderson and Dewald (1994) note that only two economics journals other than the *Review* itself, namely, the *Journal of Applied Econometrics* and the *Journal of Business and Economic Statistics*, systematically requested replication data from authors, and despite extensive assistance from the original authors, they were often unable to reproduce the papers’ published results.

The first “top five” general interest economics journal to systematically request replication data was the *American Economic Review (AER)*, which began requesting data in 2003. After a 2003 article (McCullough and Vinod 2003) showed that nonlinear maximization methods from different software packages often produced wildly different estimates, that not a single *AER* article had tested their solution across different software packages, and that fully half of queried authors from a chosen issue of the *AER*—including a then-editor of the journal—had failed to comply with the policy of providing data and code, editor Ben Bernanke made the data- and code-sharing policy mandatory in 2004 (Bernanke 2004; McCullough 2007). The current *AER* data policy states:

> It is the policy of the *American Economic Review* to publish papers only if the data used in the analysis are clearly and precisely documented and are readily available to any researcher for purposes of replication. Authors of accepted papers that contain empirical work, simulations, or experimental work must provide to the *Review*, prior to publication, the data, programs, and other details of the computations sufficient to permit replication. These will be posted on the *AER* Website. The Editor should be notified at the time of submission if the data used in a paper are proprietary or if, for some other reason, the requirements above cannot be met.9

In addition to all the journals published by the American Economic Association (including this journal, the *American Economic Journals*, and the *Journal of Economic Perspectives*), several other leading journals, including *Econometrica*, the *Journal of Applied Econometrics*, the *Journal of Economic Literature*, and the *American Economic Review* have made data availability a requirement for publication.

Money, Credit and Banking, the Journal of Political Economy, the Review of Economics and Statistics, and the Review of Economic Studies, now explicitly require data and code to be submitted at the time of article publication. The last of what are typically considered the leading general interest journals in the profession, the Quarterly Journal of Economics, finally adopted a data-sharing requirement (that of the American Economic Association journals) in April 2016.\footnote{http://www.oxfordjournals.org/our_journals/qje/for_authors/data_policy.html.}

Table 3 summarizes journal policies regarding data sharing, publication of replications or comments, and funding or conflict of interest disclosures at twelve of the top economics and finance journals (according to Scientific Journal Rankings). There has clearly been considerable progress along all of these dimensions over the past decade, but journal policies remain a mixed bag. Among these leading journals most, but not all, now have some data-sharing requirements, and are officially open to publishing papers that could be considered “replications.”\footnote{Though leading journals are officially open to publishing replications, they appear to publish few replication studies in practice.} There is also greater use of disclosure statements.

The AER conducted a self-review and found relatively good, though still incomplete, compliance with its data-sharing policy (Glandon 2010). Despite this positive self-assessment, others observers believe that much work remains to ensure greater access to replication data in economics. Recent studies document that fewer than 15 of over 150 articles in the JMCB archive could be replicated; there is typically little to no verification that the data and code submitted to journals actually generate the published results; and the majority of economics journals still have no explicit data-sharing requirements (McCullough, McGeary, and Harrison 2006; Anderson et al. 2008; McCullough 2009).

The uneven nature of progress along these dimensions across economics journals is mirrored in the patterns observed in other research disciplines. Medical research tends to have relatively little public data sharing, partly due to the stringency of the Health Insurance Portability and Accountability Act of 1996, although it is thought that some researchers may use the law as a pretext for avoiding greater transparency (Annas 2003; Malin, Benitez, and Masys 2011). An increasing number of political science journals are now requiring data sharing (Gherghina and Katsanidou 2013), with a few journals (e.g., International Interactions, Political Science Research and Methods) doing at least some degree of in-house verification of results, and the American Journal of Political Science contracting out the verification to a third party.\footnote{The Odum Institute for Research in Social Science, University of North Carolina at Chapel Hill, see https://ajpsblogging.files.wordpress.com/2015/03/ajps-guide-for-replic-materials-1-0.pdf.}

A leading group of political scientists created the Data Access and Research Transparency (DART) statement, which includes data-sharing requirements. That statement has been incorporated into the ethics guidelines of the American Political Science Association, and has since been adopted by nearly thirty political science journals.\footnote{See http://www.dartstatement.org/. Accessed October 10, 2016.} In psychology, one leading journal, Psychological Science, undertook drastic policy changes in early 2014 to increase transparency and reproducibility under editor Eric Eich (Eich 2014) and these have continued under the current editor (Lindsay 2015). The changes include the introduction of “badges” included in the article itself signifying open data, open materials, and preregistration of hypotheses,
<table>
<thead>
<tr>
<th>Journal</th>
<th>Data-sharing policy?</th>
<th>Notes</th>
<th>Replication/comment publication?</th>
<th>Notes</th>
<th>Funding/conflict of interest disclosure?</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Economic Review</td>
<td>Yes</td>
<td>Current policy was announced in 2004, becoming effective in 2005. It is in effect for all AEA journals.</td>
<td>Yes</td>
<td></td>
<td>Yes</td>
<td>Implemented in July 2012 for all AEA journals.</td>
</tr>
<tr>
<td>American Economic Journals (Applied Economics; Economic Policy; Macroeconomics)</td>
<td>Yes</td>
<td>Same as AER. Since journal inception in 2009.</td>
<td>Yes</td>
<td>Allow post-publication peer review on website.</td>
<td>Yes</td>
<td>Same as AER.</td>
</tr>
<tr>
<td>Journal of Finance</td>
<td>No</td>
<td></td>
<td>Yes</td>
<td></td>
<td>Yes</td>
<td>Current policy adopted August 2015.</td>
</tr>
<tr>
<td>Journal of Financial Economics</td>
<td>No</td>
<td>Some data is available on the journal webpage, but there appears to be no official policy.</td>
<td>No</td>
<td></td>
<td>Yes</td>
<td>Current policy adopted November 2015.</td>
</tr>
<tr>
<td>Journal of Political Economy</td>
<td>Yes</td>
<td>Uses the same policy as the AER. Announced in 2005, effective in 2006.</td>
<td>Yes</td>
<td>Submission instructions state that authors of comments must correspond with original authors.</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Quarterly Journal of Economics</td>
<td>Yes</td>
<td>Uses the same policy as the AER, adopted 2016.</td>
<td>Yes</td>
<td></td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Review of Economic Studies</td>
<td>Yes</td>
<td>Start date unclear.</td>
<td>No</td>
<td></td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

Notes: These eleven journals are at the top of the Scientific Journal Rankings (SJR), excluding the *Journal of Economic Literature*, since its publications are generally reviews; see http://www.scimagojr.com/journalrank.php?area=2000. The *American Economic Journal: Microeconomics* has the same policies as the other *AEJ* journals, but is lower ranked. Data-sharing policy indicates whether the journal has a policy requiring authors to submit data that produces final results. Information obtained from journal websites and instructions for authors as well as via email to journal staff through October 2016. Replication/comment publication indicates whether the journal has published a replication, as per Duvendack, Palmer-Jones, and Reed (2015) or The Replication Network list (http://replicationnetwork.com/replication-studies/) as well as journal websites. Since “replication” is an imprecise term, this categorization is perhaps subject to some debate.

\subsection*{2.4.1.1 Proprietary Data}

The American Economic Association’s journal data-sharing policy—which has been adopted by several other journals and organizations nearly verbatim, as shown in table 3—allows for some exceptions, importantly, for proprietary data. In particular, the policy reads: “The Editor should be notified at the time of submission if the data used in a paper are proprietary or if, for some other reason, the requirements above cannot be met.”

In practice, this exemption is requested fairly often by empirical researchers, and the rate is increasing over time. During the past decade, the May American Economic Review Papers and Proceedings issue has featured a “Report of the Editor” that details the number of submissions to the journal, as well the number of papers published, those with data, and those that were granted exemptions. Figure 2 presents the percentage of papers in each issue of the AER since 2005 (when information becomes available) through 2016. A few patterns are noteworthy. First, proportion of papers that include data has risen over time, starting at roughly 60 percent and since increasing into the 70–80 percent range, capturing the shift toward empirical research in the discipline as a whole. During this period, the proportion of papers using data that received exemptions from the data-sharing policy has risen rapidly, from roughly 10 percent to more than 40 percent over time. Thus, replication data is not available in practice for nearly half of all empirical papers published in the AER in recent years.

There are many common sources of proprietary or otherwise non-sharable data driving this trend. One of the most common is US government data. There are currently twenty-three Federal Statistical Research Data Centers, which provide researchers access to sensitive federal government data that cannot simply be shared publicly on a journal website, typically due to individual or corporate privacy concerns (e.g., IRS tax records).\footnote{For more information on researcher access to, and NSF funding for, US administrative data, see Card et al. (2010), Mervis (2014a), Moffitt (2016), and Cowen and Tabarrok (2016), the latter of which also calls for NSF funding of replications, open data, and greater dissemination of economics research.} We do not believe that research conducted with this data should be penalized in any way, and in fact, studies employing administrative data may be particularly valuable both intellectually and in terms of public policy decisions. However, despite the exemption from data sharing, it would still be useful for researchers (and journals) to make their work as reproducible as possible given the circumstances, for instance, by at least posting the associated statistical code and providing details about how other scholars could gain similar access to the data. Beyond government data, there are, of course, also an increasing number of proprietary data sets created by corporations or other entities that are willing to share sensitive commercial data with researchers, but not with the public at large, where similar issues arise.

Beyond commercially proprietary or legally restricted government data, there is also the important issue of norms regarding the sharing of original data collected by scholars themselves. Given the years of effort and funding that goes into creating an original data set, what special intellectual
property rights (if any) do scholars involved in generating data have?

Economists are likely aware of the incentives created by temporary monopoly rights to intellectual property and, in many ways, the issues regarding original data collection are closely linked to traditional arguments around granting private patents. Such monopoly rights, even if temporary, could theoretically be socially beneficial if they help to drive the creation of innovative new data sources, such as the explosion of original new survey data sets in development economics over the past two decades. Yet we know of no empirical research that discusses the optimal length of such “research data set” patents; this is an area that demands further attention, especially around the optimal length of exclusive access afforded to originators of new data.$^{16}$

The increasingly common requirement to share data at the time of journal publication is a cause for concern in some fields. For example, in response to a proposal from the International Committee of Medical Journal Editors (ICMJE) to require data sharing within six months after the publication of an article (Taichman et al. 2016), an editorial in the leading New England Journal of Medicine caused an outcry when they responded by

$^{16}$Unlike a long line of empirical research on the optimal patent length for research and design such as Mansfield, Schwartz, and Wagner (1981).
describing those who do secondary analysis
without the coauthorship and cooperation of
the original data collecting author as “research
parasites” (Longo and Drazen 2016). The
journal reaffirmed their commitment to data
sharing (Drazen 2016) and published a sup-
porting piece by Senator Elizabeth Warren
(Warren 2016), but also a separate piece call-
ing for a longer embargo period after publica-
tion: “2 years after publication of the primary
trial results and an additional 6 months for
every year it took to complete the trial, with
a maximum of 5 years before trial data are
made available to those who were not involved
in the trial” (The International Consortium
of Investigators for Fairness in Trial Data
Sharing 2016). Presumably, the increasing
“patent length” here for each additional year it
took to complete data collection is an attempt
to reward research effort in collecting unusu-
ally rich longitudinal data. Yet these sorts of
rules regarding time frames seem quite ad hoc
(to us, at least), further highlighting the need
for a more serious examination of how best
to balance the research community’s right to
replicate and extend existing research with
scholars’ incentives to invest in valuable orig-
inal data.

In political science, many journals have
recently adopted policies similar to the
AEA policy described above. For example,
the current policy of the American Journal
of Political Science states: “In some limited
circumstances, an author may request an
exemption from the replication and verifica-
tion policy. This exemption would allow the
author to withhold or limit public access to
some or all of the data used in an analysis.
All other replication materials (e.g., soft-
ware commands, etc.) still must be provided.
The primary reasons for such exemptions
are restricted access data sets and human
subjects protection.17 We lack data on how

only this exemption is granted, however.
Additionally, this journal goes much further
than economics journals in one important
way: instead of simply collecting and publish-
ing data and code from authors, the editors
use a third-party research center (namely,
the Odum Institute for Research in Social
Science at the University of North Carolina,
Chapel Hill, for quantitative analysis, and
the Qualitative Data Repository at Syracuse
University for qualitative analyses) to verify
that the data and statistical code produce the
published results.

2.4.2 Types of Replication Failures and
Examples

There have been multiple high-profile
examples in economics of cases where repli-
cation authors have claimed they are unable
to replicate published results, including on
topics of intense public policy interest.

It is unclear (to us, at least) exactly how
pervasive the issues of lack of replicability
are in economics, and thus how much con-
fidence we should have in the body of pub-
lished findings, and this is a topic on which
future research should aim to gather more
systematic evidence. It could certainly be
the case that researchers—as well as grad-
uate students in their courses, in a growing
number of PhD training programs—usually
are able to successfully replicate published
results, but that this unremarkable exercise
of successfully verifying published results
escapes our notice because researchers
do not seek to publish their work (or edi-
tors choose not to publish it). Yet in the
absence of systematic standards regard-
ing data sharing and replication, and given
examples such as those discussed below in
which there are discrepancies between the
original published findings and later repli-
cation results, it remains possible that the
high-profile cases of failed replication may
simply be the tip of the iceberg. Thankfully,
a few recent papers have begun to provide
some evidence on this question, which we highlight below.

We, ourselves, are no strangers to replication and reanalysis debates: papers by one of the authors of this article, described below, have been part of lively debates on replication and reanalysis using data that we shared publicly. These debates have led us to appreciate the great promise of replication research, as well as its potential pitfalls: exactly like original research studies, replication studies have their own particular strengths and weaknesses, and may serve to either advance the intellectual debate or could obscure particular issues. Yet there is no doubt in our minds that an overall increase in replication research will serve a critical role in establishing the credibility of empirical findings in economics and, in equilibrium, will create stronger incentives for scholars to generate more reliable results.

Further complicating matters, an imprecise definition of the term “replication” itself often leads to confusion. A taxonomic proposal in Hamermesh (2007) distinguished between “pure,” “statistical,” and “scientific” replications, while a more recent effort (Clemens 2015) uses the terms “verification,” “reproduction,” “reanalysis,” and “extension” to distinguish between replications (the first two) and robustness exercises (the latter two). We first present some existing evidence on the replicability of economics and social science research in the next subsection, and then provide examples of each of Clemens’s categories.

2.4.2.1 Evidence on Replication in Economics

The articles in the 1986 *Journal of Money, Credit and Banking* project and the 1994 St. Louis Federal Reserve follow-up mentioned above provided some of the first attempts at systematic replication in economics, with fairly discouraging results. Have things improved in the last few decades?

New evidence is emerging about the replicability of empirical economics research. One of the most important recent studies is Camerer et al. (2016), which repeated eighteen behavioral economics lab experiments originally published between 2011 and 2014 in the *American Economic Review* and the *Quarterly Journal of Economics* to assess their replicability. Figure 3 below reproduces a summary of their findings. Their approach is similar in design to a large-scale replication of one hundred studies in psychology known as the “Replication Project: Psychology,” (RPP) which we discuss in detail below. The replication studies were designed with sample sizes that aimed to have 90 percent power to detect the original effect size at the 5 percent significance level. In all, the estimated effects were statistically significant with the same sign in eleven of the eighteen replication studies (61.1 percent), albeit nearly always smaller in magnitude. This is a moderate, though perhaps not entirely demoralizing, rate of replicability. Yet there is still no single accepted standard of what it means for a study to successfully replicate another, and different definitions provide somewhat more positive assessments of replicability. For instance, in fifteen of the eighteen replication studies (83.3 percent), estimated effects lie within a 95 percent “prediction interval” (which acknowledges sampling error in both the original study and the replication); one further replication estimate was far larger in magnitude than the original estimate, arguably raising the replication rate to 89 percent. Overall, it is reasonable to conclude from this study that the body of
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18 See Patil, Peng, and Leek (2016) and the discussion below regarding prediction intervals. An interesting, if sad, detail of the difficulties of replication is highlighted in the *Science* news article covering the results of the Camerer et al. study (Bohannon 2016). One of the replicated studies (Ifcher and Zarghamee 2011) originally showed subjects a clip of comedian Robin William to test if happiness (positive affect) impacts time preference. The replication took place after William’s tragic suicide, so the video could easily induce a different emotional state in the replication.
recent experimental economics lab studies (at least in the leading journals) is unlikely to be riddled with spurious findings.

Camerer et al. (2016) also included both a survey and a novel prediction market to assess observers’ (mostly PhD students and postdoctoral researchers, as well as professors, recruited via e-mail) priors on whether the studies would in fact successfully replicate. Both the survey and market measures were somewhat more optimistic about replicability than the actual outcomes (described above), and the prediction market did not significantly outperform the survey beliefs. Statistical tests of the correlation of a successful replication outcome with the \( p \)-value and sample size of the original study reveal significant relationships in the expected directions, namely, a negative correlation with the \( p \)-value (in other words, studies with smaller \( p \)-values were more likely to replicate) and a positive correlation with sample size, where the latter result presumably implies that original results based on larger samples were
less likely to have been spuriously driven by sampling variation.

Beyond experimental economics, a recent working paper by Andrew Chang and Phillip Li systematically tested the reproducibility of 67 macroeconomics papers (Chang and Li 2015). Chang and Li deliberately sampled a wider variety of journals, choosing thirteen journals and articles from July 2008 to October 2013 and, for comparability, all papers that have an empirical component, model estimation with only US data, and have a key result based on US GDP figures. Of the sixty-seven papers, six use proprietary data and are thus excluded from consideration. Thirty-five articles are published in journals with data- and code-sharing requirements, but Chang and Li could obtain data for only twenty-eight of these (80 percent) from the journal archives, suggesting limited enforcement of this requirement in many cases. Web search and e-mails to authors netted only one of the remaining seven missing data sets. Of the twenty-six papers in journals without data-sharing requirements, Chang and Li were unable to obtain fifteen data sets (58 percent).

With this data in hand, the overall replication success rate is twenty-nine of sixty-seven (43 percent) overall, or twenty-nine of sixty-one (48 percent) among those using nonproprietary data sets, so roughly half. Though missing data is the largest source of replication failures, “incorrect data or code” accounts for the inability to replicate nine papers. It should be noted that Chang and Li (2015) use a qualitative definition of replication, and test only key results of the paper, and this appears to lead to a fairly generous interpretation of replicability. They write: “For example, if the paper estimates a fiscal multiplier for GDP of 2.0, then any multiplier greater than 1.0 would produce the same qualitative result (i.e., there is a positive multiplier effect and that government spending is not merely a transfer or crowding out private investment).” To our minds, this is evidence that even when data are available (which they sometimes are not) a non-negligible fraction of empirical economics research cannot be reproduced, even when using the original data and a relatively non-stringent conceptual understanding of what constitutes replication success.

Other examples of replication failures abound. Clemens (2015) provides a useful taxonomy, and we provide an example from each of the categories there to help distinguish between them, namely the two types of replication he discusses (verification and reproduction), and the two types of robustness exercises (reanalysis and extension). Of course, not all papers fit easily into one of these categories as most tend to include elements from multiple categories.

2.4.2.2 Verification

Perhaps the most straightforward type of replication in economics involves using the same specification, the same sample, and the same population. Essentially, this is running the same code on the same data and testing if you get the same results. Hamermesh (2007) referred to this as a “pure replication.” We believe this basic standard should be expected of all published economics research, and hope this expectation is universal among researchers. One tiny tweak to the definition of verification is that it also includes errors in coding. If an author describes a statistical test in the paper, but the code indisputably does not correctly carry out the test as described, this is also considered a verification failure.

One of the earliest cases of quantitative economics research failing a verification test comes from an investigation of the effect of social security on private savings. Feldstein (1974) estimates a life-cycle model showing that social security reduces private savings by as much as 50 percent. There were significant theoretical challenges to carrying out
this exercise related to assumptions about the intergenerational transfer of wealth, but Leimer and Lesnoy (1982) discovered that a flaw in Feldstein’s computer program that overestimated the growth rate of Social Security wealth for widows led to larger effects of Social Security wealth than when the mistake was corrected.

Feldstein (1974) replied to the critique saying he was grateful for having the error corrected, but that the central conclusion of the study remains largely unchanged (namely, that Social Security decreased private savings by 44 percent) (Feldstein 1982). Much of the change in coefficients in the replication exercise resulted from Leimer and Lesnoy including an expanded time series of data—this is not a failure of verification, but rather an extension, which we discuss below. Feldstein asserted that this was unwise because of an important 1972 change in Social Security law that bookended the original sample period. When including post-1972 data and modifying the Social Security wealth variable in a way to account for the change, Feldstein estimated a slightly larger deterrent effect of Social Security on private savings.

Clemens (2015) contains a larger selection of examples (see his table 3). In many (but not all) cases discussed in Clemens, the original authors clearly admit to the failure of verification, but there is vigorous and, we think, healthy scholarly debate about how important those mistakes are and whether the results are still significant—statistically and/or practically—when the code or data are corrected. Of course, authors whose papers are subject to replication debates should be commended for providing other scholars with access to their data and code publicly in the first place, especially for these earlier articles published before journal data-sharing requirements were established.

2.4.2.3 Reproduction

The other type of replication in Clemens’ taxonomy is a reproduction. This approach uses the same analytical specification and the same population, but a different sample. Hamermesh (2007) refers to this as a statistical replication.

In economics, this approach would be exhibited in a study that generated a certain set of results using a 5 percent sample of the census while a different 5 percent census sample produced different results, or an experimental economics lab study that produced one set of results with a certain sample while the reproduction study analyzed a different sample from broadly the same population (e.g., US university students).

There is, of course, some gray area and room to debate as to the definition of what constitutes a given population. If we consider US college undergraduates the population (and do not differentiate by campus), or Amazon MTurk-ers, some of the failures of replication in Camerer et al. (2016) could be better classified as failures of reproduction, as long as the samples were, in fact, collected in broadly the same manner (i.e., in person versus online).

Reproduction failures are perhaps more precisely defined in the hard sciences where experimenters routinely attempt to do the exact same physical process as another lab, albeit with a different sample of molecules, or in the biological sciences where experiments...
may employ a different sample of animal subjects. For instance, in defining reproduction, Clemens (2015) mentions the infamous case of the “discovery” of cold fusion by Fleischmann and Pons (1989), which failed to reproduce in Lewis et al. (1989).

2.4.2.4 Reanalysis

Robustness exercises come in two varieties: reanalysis and extensions.

Reanalysis uses a different analytical specification on the same population (with either the same or a different sample). Many economics replication studies include both a verification aspect as well as some reanalysis. For instance, Davis (2013) conducts a successful verification of Sachs and Warner (1997), but concludes that reanalysis shows the estimates are somewhat sensitive to different statistical estimation techniques. Other well-known recent reanalysis debates in empirical economics include Miguel, Satyanath, and Sergenti (2004); Ciccone (2011), and Miguel and Satyanath (2011) on civil conflict and GDP growth using rainfall as an instrumental variable and Acemoglu, Johnson, and Robinson (2001); Albouy (2012); and Acemoglu, Johnson, and Robinson (2012) on institutions and GDP growth with settler mortality as an instrumental variable.

The debates over these and other studies make it clear that reanalysis does not typically settle all key research questions, and the exercise often reveals that empirical economists have considerable flexibility in their analytical choices. This insight makes the development of methods to account for—and possibly constrain—this flexibility, which we discuss below in section 3, all the more important.

2.4.2.5 Extension

Under Clemens’s classification system, an extension uses the same analytical specification as an original study, but a different population and a different sample. Most often, this would be conducting the same analysis carried out in a different time or place.

A well-known example of an extension involves Burnside and Dollar (2000), which showed that foreign aid seemed to be effective in increasing GDP if the recipient country was well-governed. However, using the exact same regression specification but including additional countries and years to the data set, Easterly, Levine, and Roodman (2004) do not obtain the same result. Burnside and Dollar (2004) discuss the differences between the findings and conclude that they occur largely because of the additional countries, rather than lengthening the time series.

One widely debated topic in economics that has features of both replication and robustness exercises is the topic of minimum-wage impacts on unemployment. In early work, Welch (1974) concluded that early minimum-wage legislation decreased teenage employment, increased the cyclicality of teenage employment with respect to the business cycle, and shifted teenage employment toward sectors not covered by the law. However, in the course of using Welch’s data, Siskind (1977) discovered that Welch had used data for teenagers 16–19 years old instead of 14–19 years old for certain years, and once this was corrected, the minimum wage did not appear to reduce teenage employment. This was a fairly easy mistake to understand, since the Current Population Survey (CPS) was undergoing changes at the time and table headings for unpublished data had not even been updated. Welch graciously acknowledged the error and used the corrected data to extend the analysis to probe impacts by industry sector (Welch 1977).

Scholars working on this important topic have, for several decades now, continued to find significant room for disagreement on
key issues of sampling, data sources, and statistical analysis methods, matters on which well-intentioned researchers may well disagree. In this and other similarly contentious debates, we believe that the use of prespecified research designs and analysis plans could be useful for advancing scientific progress, a point we return to below.

2.4.3 Fraud and Retractions

Though we believe (or at least, would prefer to believe) that most instances in which economics studies cannot be replicated are due to inadvertent human error or analytical judgment calls, fraud cannot be completely discounted in all cases.

Popular books such as Broad and Wade’s *Betrayers of the Truth* (1983) make it clear that scientists are not always saints. A survey of 234 economists at the 1998 ASSA/AEA meeting investigated falsification of research, inappropriate inclusion or omission of coauthors, and exchange of grades for gifts, money, or sexual favors (List et al. 2001). Both a randomization coin-toss technique to elicit true responses to sensitive questions, as well as a more standard question design, indicate that 4 percent of respondents admit to having at some time falsified research data, 7–10 percent of respondents admit to having committed one of four relatively minor research infractions, while up to 0.4 percent admitted to exchange of grades for gifts, money, or sexual favors. Given the seriousness of some of these offenses, an obvious concern is that these figures understate the actual incidence of fraudulent research practices.

A more recent survey of members of the European Economics Association described in Necker (2014) asks individuals about the justifiability of certain practices as well as their behavior regarding those practices. Necker shows that 2.6 percent of researchers admit to having falsified data, while 94 percent admit to at least one instance of a practice considered inappropriate by the majority of the survey, and there is a clear positive correlation between justifiability and behavior, as well as between perceived professional publication pressures and questionable research practices.

Similar surveys in other fields, such as Anderson, Martinson, and Vries (2007), which surveyed researchers across disciplines funded by the US National Institutes of Health, and John, Loewenstein, and Prelec (2012) in psychology, as well as a meta-analysis of eighteen surveys of academic misbehavior, do not paint a very rosy picture, with 2 percent of respondents admitting to data fabrication and 34 percent admitting to lesser forms of academic misconduct (Fanelli 2009).

We are not aware of a recent case in economics that received media attention similar to the Michael Lacour fraud scandal uncovered by Broockman, Kalla, and Aronow (2015) in political science, or the case of Diedrick Stapel (see Carey 2011; Bhattcharjee 2013) in psychology. However, there is considerable evidence of plagiarism and other forms of research malpractice in economics. This journal itself published the results of a survey sent to 470 economics journal editors, which revealed significant problems (Enders and Hoover 2004). Among the 127 editors who responded, only 19 percent claimed that their journal had a formal policy on plagiarism, and 42 cases of plagiarism were discovered in an average year, with nearly 24 percent of editors encountering at least one case. A follow-up survey of rank-and-file economists revealed a

---

20 See, for instance, Card and Krueger (1994), Neumark and Wascher (2000), and Card and Krueger (2000), the latter two of which extend the analysis by using new data sets with the original specifications, as well as new econometric specifications. The Pennsylvania/New Jersey comparison from these papers was extended to the set of all cross-state minimum-wage differences in Dube, Lester, and Reich (2010) and Neumark, Salas, and Wascher (2014).
general lack of consensus on how to respond to cases of alleged plagiarism (Enders and Hoover 2006).21

Article retraction is another useful indicator of research misconduct. A search of four popular article databases for terms related to article retractions identified by Karabag and Berggren (2012) found six retractions (Regional Studies 2009; Berger 2009; Nofsinger 2009; Journal of Economic Policy Reform 2010; Regional Studies 2011; Applied Economics Letters 2012), which all occurred in the last few years. The volunteer network Research Papers in Economics (RePEc) maintains a plagiarism committee, which as of August 2016 had documented fifty-two cases of plagiarism, twelve cases of self-plagiarism, and four cases of fraud involving ninety-six authors.22

Some institutional journal policies in economics lag behind those of other disciplines. For instance, as documented by Karabag and Berggren (2012), many economics and business journals appear not to even have explicit policies regarding ethics, plagiarism, or retraction,23 and in many cases articles that have been retracted continue to be available on the journal’s website without any indication that they have been retracted. For example, though Gerking and Morgan (2007) features “Retraction” in the title, the relevant earlier paper (Kunce, Gerking, and Morgan 2002) is still available and appears unchanged. If one happened to discover the web page of the original24 first (note that the original appears first in Google Scholar searches), one would have no reason to suspect that it had been retracted. For comparison, the web page25 for Maringer and Stapel (2009), which was retracted in 2015,26 clearly reads “THIS PAPER HAS BEEN RETRACTED,” the title has been altered to begin with “Retracted,” and the PDF features an obvious RETRACTED watermark on every page. This is also the case with all six of the retractions in Karabag and Berggren (2012), as well as other notable recent retractions such as LaCour and Green (2014), which was retracted by Science (see McNutt 2015).

The bottom line is that there is little reason to believe that economists are inherently more ethical than other social scientists or researchers in other disciplines, so policies regarding fraud and retraction from other disciplines might potentially be beneficially applied to economics.

3. New Research Methods and Tools

This section discusses several new methods and tools that have emerged in economics research over the past two decades—and more forcefully over the past ten years—to address the concerns discussed in section 2. These approaches have in common a focus on greater transparency and openness in the research process. They include improved research design (including experimental designs and meta-analysis

21 Well-known plagiarism cases involve an article published in 1984 in the Quarterly Journal of Economics (see Chenault 1984 and Quarterly Journal of Economics 1984) and a case of plagiarism of an original article from Economics Innovation and New Technology for republication in Kyklos (Frey, Frey, and Eichenberger 1999). The most recent incident that seemed to attract significant attention was the submission of a substantively identical article to multiple journals within economics, which is also a serious lapse (Journal of Economic Perspectives 2011). Even if plagiarism of this manner would seem significantly easier to catch in the Internet age, the proliferation of journals partially counteracts this case.


23 Although note that journals may present these policies online as opposed to formally publishing them in the journal; for instance, see the Quarterly Journal of Economics’ formal ethics policy: http://www.oxfordjournals.org/our_journals/qje/for_authors/journal_policies.html.


approaches), study registration and PAPs, strengthened disclosure and reporting practices, and new norms regarding open data and materials. We discuss each in turn.

3.1 Improved Analytical Methods: Research Designs and Meta-Analysis

There have been a number of different responses within economics to the view that pervasive specification searching and publication bias was affecting the credibility of empirical literatures. As mentioned above, there has been a shift toward a greater focus on prospective research design in several fields of applied economics work. Experimental (Duflo, Glennerster, and Kremer 2007) and quasi-experimental (Angrist and Pischke 2010) research designs arguably place more constraints on researchers relative to earlier empirical approaches, since there are natural ways to present data using these designs that researchers are typically compelled to present by colleagues in seminars and by journal referees and editors. Prospective experimental studies also tend to place greater emphasis on adequately powering an analysis statistically, which may help to reduce the likelihood of publishing only false positives (Duflo, Glennerster, and Kremer 2007).

There is also suggestive evidence that the adoption of experimental and quasi-experimental empirical approaches is beginning to address some concerns about specification search and publication bias: Brodeur et al. (2016) present tentative evidence that the familiar spike in $p$-values just below the 0.05 level is less pronounced in randomized control trial studies than in studies utilizing nonexperimental methods. Yet improved research design alone may not solve several other key threats to the credibility of empirical economics research, including the possibility that null or “uninteresting” findings never become known within the research community.

3.1.1 Understanding Statistical Model Uncertainty

In addition to improvements in research design, Leamer (1983) argued for greater disclosure of the decisions made in analysis in what became known as EBA (described in section 2). Research along these lines has dealt with model uncertainty by employing combinations of multiple models and specifications, as well as comparisons between them. Leamer himself has continued to advance this agenda (see Leamer 2016). We describe several related approaches here.

3.1.1.1 Model Averaging

A natural way to deal with statistical model uncertainty is through Bayesian model averaging. This approach has stronger decision-theoretic foundations than EBA (see Brock, Durlauf, and West 2003). In this approach, each model in the space of plausible models is assigned a probability of being true based on researcher priors and goodness of fit criteria. Averaging the resulting estimates generates a statistic incorporating model uncertainty:

$$\delta^*_M = \sum_m \mu(m|D) \hat{\delta}_m,$$

where $m$ refers to a particular statistical model, $M$ is the space of plausible models, $\mu(m|D)$ is the posterior probability of a model being the true model given the data $D$, and $\hat{\delta}_m$ is the estimated statistic from model $m \in M$.

These weights must, of course, be chosen somehow. Cohen-Cole et al. (2009), from whom we borrow the above notation, study the deterrent effect of the death penalty with a model averaging exercise combining evidence from Donohue and Wolfers (2010) and Dezhbakhsh, Rubin, and Shepherd (2003).
and use the Bayesian Information Criterion (BIC) (Schwarz 1978). The weighted average they generate implies a large but imprecisely estimated deterrent effect of executions on homicides in the United States. Of course, even without employing explicit probability weights, simply visualizing the distribution of estimates across the entire space of statistical models can also be quite informative on its own.

Two well-cited examples of model averaging engage in a thorough investigation of the determinants of cross-country economic growth. Sala-i-Martin’s (1997) famous “I Just Ran Two Million Regressions” article uses model weights proportional to the integrated likelihoods of each model, picks all possible three-variable combinations out of sixty covariates that have been reported as being significantly related to economic growth, and finds that only about one-third of the sixty variables can be considered robustly positively correlated with economic growth across models. Sala-i-Martin, Doppelhofer, and Miller (2004) conduct what they call Bayesian Averaging of Classical Estimates, weighting estimates using an approach analogous to Schwarz’s BIC, and find that just eighteen of sixty-seven variables are significantly and robustly partially correlated with economic growth, once again suggesting that many findings reported in the existing empirical literature may be spuriously generated by specification searching and selective reporting; see also Fernández, Ley, and Steel (2001) for a related exercise.

3.1.1.2 The LSE School, Data Mining, and Machine Learning

While specification searching or data mining often has a negative connotation in applied economic research, some scholars have taken a more favorable view of it, as long as the data mining is carried out appropriately (Pagan 1987; Phillips 1988). Advocates of this method, which is sometimes called the general-to-specific modeling approach, have been known as the “LSE school” of econometrics (Gilbert 1989; Hendry 1987, Hendry 1995). This approach is related in spirit to the idea of “encompassing,” which is the principle that one statistical model can account for, or explain, another (Mizon and Richard 1986; Bontemps and Mizon 2008). To our knowledge, this approach is more often applied in time series econometrics than in applied microeconomics, but perhaps a closer consideration is warranted. There have also been recent calls within applied economics for greater application of machine learning methods and other data science techniques that share some features with these approaches (Kleinberg, Ludwig, et al. 2015; Kleinberg, Lakkaraju, et al. 2015). For a wide set of views on data mining more broadly and the LSE approach specifically, see the Journal of Economic Methodology, which devoted a special issue to the topic (Backhouse and Morgan 2000).

3.1.1.3 Specification Curve

Simonsohn, Simmons, and Nelson (2015b) propose a method, which they call the “specification curve,” that is similar in spirit to Leamer’s extreme-bounds analysis, but recommends researchers test the exhaustive combination of analytical decisions, not just decisions about which covariates to include in the model. If the full exhaustive set is too large to be practical, a random subset can be used. After plotting the effect size from each of the specifications, researchers can assess how much the estimated effect size varies, and which combinations of decisions lead to which outcomes. Using permutation tests (for treatment with random assignment) or bootstrapping (for treatment without random assignment), researchers can generate shuffled samples with no true effect by construction, and compare the specification curves from these placebo samples to the specification curve from the actual data.
Many comparisons are possible, but the authors suggest comparing the median effect size, the share of results with predicted sign, and share of statistically significant results with predicted sign. A key comparison, which is analogous to the traditional $p$-value, is the percent of the shuffled samples with as many or more extreme results.

The paper builds specification curves for two examples: Jung et al. (2014), which tested the effect of the gender of hurricane names on human fatalities, and Bertrand and Mullainathan (2004), which tested job application callback rates based on the likely ethnicity of applicant names included in resumes. Jung et al. (2014) elicited four critical responses taking issue with the analytical decisions (Christensen and Christensen 2014; Maley 2014; Malter 2014; Bakkensen and Larson 2014). The specification curve shows that 46 percent of curves from permuted data show at least as large a median effect size as the original, 16 percent show at least as many results with the predicted sign, and 85 percent show at least as many significant results with the predicted sign. This indicates that the results are likely to have been generated by chance. The Bertrand and Mullainathan (2004) specification curve, on the other hand, shows that fewer than 0.2 percent of the permuted curves generate as large a median effect, 12.5 percent of permuted curves show at least as many results with the predicted sign, and less than 0.2 percent of permuted curves show at least as many significant results with the predicted sign. This indicates that the results are likely to have been generated by chance. The Bertrand and Mullainathan (2004) specification curve, on the other hand, shows that fewer than 0.2 percent of the permuted curves generate as large a median effect, 12.5 percent of permuted curves show at least as many results with the predicted sign, and less than 0.2 percent of permuted curves show at least as many significant results with the predicted sign. This indicates that the results are likely to have been generated by chance.

3.1.2 Improved Publication Bias Tests

There have been significant advances in the methodological literature on quantifying the extent of publication bias in a given body of literature. Early methods mentioned above include Rosenthal’s (1979) method (the “fail-safe N”), while Galbraith (1988) advocated for radial plots of log odds ratios, and Card and Krueger (1995) tested for relationships between study sample sizes and $t$-statistics.

Statisticians have developed methods to estimate effect sizes in meta-analyses that control for publication bias (Hedges 1992; Hedges and Vevea 1996). The tools most widely used by economists tend to be simpler, including the widely used funnel plot, which is a scatter plot of some measure of statistical precision (typically the inverse of the standard error), versus the estimated effect size. Estimates generated from smaller samples should usually form the wider base of an inverted funnel, which should be symmetric around more precise estimates in the absence of publication bias. The method is illustrated with several economics examples in Stanley and Doucouliagos (2010), and two of these are reproduced in figure 4. In addition to scrutinizing the visual plot, a formal test of the symmetry of this plot can be conducted using data from multiple studies and regressing the relevant $t$-statistics on inverse standard errors:

$$
t_i = \frac{\text{Estimated effect}_i}{SE_i} = \beta_0 + \beta_1 \left( \frac{1}{SE_i} \right) + v_i.
$$

The resulting $t$-test on $\beta_0$, referred to as the Funnel Asymmetry Test (FAT) (Stanley 2008), captures the correlation between estimated effect size and precision, and thus tests for publication bias. This analysis assumes that study sample size is uncorrelated with other research design features, an assumption that is debatable (Simonsohn 2017).

Using the FAT, Doucouliagos and Stanley (2009) find evidence of publication bias
Figure 4. Examples of Funnel Graphs from the Union and Minimum-Wage Literature in Labor Economics

Notes: Figure shows two funnel graphs with the estimate on the horizontal axis and precision on the vertical axis, with each dot representing an estimate from a study or paper. The top, more symmetric graph is from union-productivity literature, while the bottom, skewed, graph shows estimates from the minimum wage literature.

in Card and Krueger’s (1995) sample of minimum-wage studies (\(\beta_0 \neq 0\)), consistent with their own interpretation of the published literature at that time. Here, \(\beta_1\) can also be interpreted as the true effect (called the precision effect test (PET)) free of publication bias, and Doucouliagos and Stanley (2009) find no evidence of a true effect of the minimum wage on unemployment. The authors also conduct the FAT–PET tests with forty-nine additional more recent studies in this literature and find the same results: evidence of significant publication bias and no evidence of an effect of the minimum wage on unemployment. Additional meta-analysis methods, including this “FAT–PET” approach, are summarized in Stanley and Doucouliagos (2012).

3.1.3 Multiple Testing Corrections

Other applied econometricians have recently called for increasing the use of multiple testing corrections in order to generate more meaningful inference in study settings with many research hypotheses (Anderson 2008; Fink, McConnell, and Vollmer 2014). The practice of correcting for multiple tests is already widespread in certain scientific fields (e.g., genetics), but has yet to become the norm in economics and other social sciences. Simply put, since we know that \(p\)-values fall below traditional significance thresholds (e.g., 0.05) purely by chance a certain proportion of the time, it makes sense to report adjusted \(p\)-values that account for the fact that we are running multiple tests, since this makes it more likely that at least one of our test statistics has a significant \(p\)-value simply by chance.

There are several multiple testing approaches, some of which are used and explained by Anderson (2008), namely, reporting index tests, controlling the family-wise error rate (FWER), and controlling the false discovery rate (FDR). These are each discussed in turn below.

3.1.3.1 Reporting Index Tests

One option for scholars in cases where there are multiple related outcome measures is to forego reporting the outcomes of numerous tests, and instead standardize the related outcomes and combine them into a smaller number of indices, sometimes referred to as a mean effect. This can be implemented for a family of related outcomes by making all signs agree (i.e., allowing positive values to denote beneficial outcomes), demeaning and dividing by the control group standard deviation, and constructing a weighted average (possibly using the inverse of the covariance matrix to weight each standardized outcome). This new index can be used as a single outcome in a regression model and evaluated with a standard \(t\)-test. Kling, Liebman, and Katz (2007) implement an early index test in the Moving to Opportunity field experiment using methods developed in biomedicine by O’Brien (1984).

This method addresses some concerns regarding the multiplicity of statistical tests by simply reducing the number of tests. A potential drawback is that the index may combine outcomes that are only weakly related, and may obscure impacts on specific outcomes that are of interest to particular scholars, although note that these specific outcomes could also be separately reported for completeness.

3.1.3.2 Controlling the FWER

The FWER is the probability that at least one true hypothesis in a group is rejected (a type I error, or false positive). This approach is considered most useful when the “damage” from incorrectly claiming any hypothesis is false is high. There are several ways to implement this approach, with the simplest method being the Bonferroni (1936) correction of simply multiplying every original \(p\)-value by the number of tests carried out (Bland and Altman...
1995), although this is extremely conservative, and improved methods have also been developed.

Holm’s sequential method involves ordering p-values by class and multiplying the lower p-values by higher discount factors (Holm 1979). A related and more efficient recent method is the free step-down resampling method, developed by Westfall and Young (1993), which when implemented by Anderson (2008) implies that several highly cited experimental preschool interventions (namely, the Abecedarian, Perry, and Early Training Project studies) exhibit few positive long-run impacts for males.

Another recent method improves on Holm by incorporating the dependent structure of multiple tests. Lee and Shaikh (2014) apply it to reevaluate the Mexican PROGRESA conditional cash transfer program and find that overall program impacts remain positive and significant, but are statistically significant for fewer subgroups (e.g., by gender, education) when controlling for multiple testing. List, Shaikh, and Xu (2016) propose a method of controlling the FWER for three common situations in experimental economics, namely, testing multiple outcomes, testing for heterogeneous treatment effects in multiple subgroups, and testing with multiple treatment conditions.

### 3.1.3.3 Controlling the FDR

In situations where a single type I error is not considered very costly, researchers may be willing to use a somewhat less conservative method than the FWER approach discussed above and trade off some incorrect hypothesis rejections in exchange for greater statistical power. This is made possible by controlling the FDR, or the percentage of rejections that are type I errors. Benjamini and Hochberg (1995) detail a simple algorithm to control this rate at a chosen level under the assumption that the p-values from the multiple tests are independent, though the same method was later shown to also be valid under weaker assumptions (Benjamini and Yekutieli 2001). Benjamini, Krieger, and Yekutieli (2006) describe a two-step procedure with greater statistical power, while Romano, Shaikh, and Wolf (2008) propose the first methods to incorporate information about the dependence structure of the test statistics.

Multiple hypothesis testing adjustments have recently been used in finance (Harvey, Liu, and Zhu 2016) to reevaluate 316 factors from 313 different papers that explain the cross-section of expected stock returns. The authors employ the Bonferroni (1936); Holm (1979); and Benjamini, Krieger, and Yekutieli (2006) methods to account for multiple testing, and conclude that t-statistics greater than 3.0, and possibly as high as 3.9, should be used instead of the standard 1.96, to actually conclude that a factor explains stock returns with 95 percent confidence. Index tests and both the FWER and FDR multiple testing corrections are also employed in Casey, Glennerster, and Miguel (2012) to estimate the impacts of a community driven development (CDD) program in Sierra Leone using a data set with hundreds of potentially relevant outcome variables.

### 3.1.3.4 Bootstrap Reality Check

Another method that controls, or acts as a reality check, for data snooping or data mining was developed in White (2000). The testing of multiple hypotheses, or repeated use of the same data, is a particularly central problem with time series data used over and over again by multiple scholars, such as data on stock returns, which makes this research...
quite important in empirical finance. Like the model averaging approach described above, the reality check requires a researcher to estimate the entire space of plausible models, but now compares the performance of the preferred model to a benchmark model (e.g., a model for stock market predictions based on the efficient market hypothesis), and does so repeatedly with bootstrapped samples.

To assess whether a certain preferred model actually outperforms the benchmark after accounting for snooping with multiple models, the econometrician first calculates the performance of the preferred model (using mean squared error improvement over the benchmark, or relative profit of the strategy). She then selects a bootstrap sample (with replacement), and calculates the mean squared error improvement (or profit) with the new sample for all of the different plausible statistical models, recording the best mean squared error improvement (or profit) across all the models. This approach can then be repeated 1,000 (or more) times, gathering the 1,000 best mean squared errors (or profits). In the final step, one must compare the original preferred model’s mean squared error to the best performance from each of the 1,000 bootstraps. The \( p \)-value is the fraction of bootstrapped best fits that outperform the preferred model. (A truly predictive model would have returns higher than 95 percent of the best-performing models from each of the bootstrapped samples.)

This method was implemented on a large number of trading rules in Sullivan, Timmermann, and White (1999) and a similar method that addresses the presence of poorly performing or irrelevant alternatives was developed in Hansen (2005).

3.2 Study Registration

A leading proposed solution to the problem of publication bias is the registration of empirical studies in a public registry. This would ideally be a centralized database of all attempts to conduct research on a certain question, irrespective of the nature of the results, and such that even null (not statistically significant) findings are not lost to the research community. Top medical journals have adopted a clear standard of publishing only medical trials that are registered (De Angelis et al. 2004). The largest clinical trial registry is clinicaltrials.gov, which helped to inspire the most high-profile study registry within economics, the AEA RCT Registry (Katz et al. 2013), which was launched in May 2013.

While recent research in medicine finds that the clinical trial registry has not eliminated all underreporting of null results or other forms of publication bias and specification searching (Laine et al. 2007; Mathieu et al. 2009), they do allow the research community to quantify the extent of these problems and, over time, may help to constrain inappropriate practices. It also helps scholars locate studies that are delayed in publication or are never published, helping to fill in gaps in the literature and thus resolving some of the problems identified in Franco, Malhotra, and Simonovits (2014).

Though it is too soon after the adoption of the AEA’s trial registry to measure its impact on research practices and the robustness of empirical results, it is worth noting that the registry is already being used by many empirical researchers: since inception in 2013, over 1,500 studies conducted in over 100 countries have been registered, and the pace of registrations continues to rise rapidly. Figure 5, panel A, presents the total number of registrations over time in the AEA registry (through December 2017), and panel B shows the number of new registrations per month. A review of the projects currently included in the registry suggests that there

28The registry can be found online at: https://www.socialscienceeregistry.org/.
are a particularly large number of development economics studies, which is perhaps not surprising given the widespread use of field experimental methods in contemporary development economics.

In addition to the AEA registry, several other social science registries have recently been created, including by the International Initiative for Impact Evaluation’s (3ie) Registry for International Development Impact Evaluations (http://ridie.3ieimpact.org), launched in September 2013 (Dahl Rasmussen, Malchow-Møller, and Barnebeck Andersen 2011), and the Evidence in Governance and Politics (EGAP) registry (http://egap.org/content/registration), also created in 2013. The Center for Open Science’s (COS) Open Science Framework (OSF, http://osf.io) accommodates the registration of essentially any study or research document by allowing users to create a frozen time-stamped web URL with associated digital object identifier for any materials uploaded to OSF. Several popular data storage options (including Dropbox, Dataverse, and GitHub) can also be synced with the OSF and its storage, creating a flexible way for researchers to register their research and materials. As of October 2016, over 7,300 public registrations have been created on OSF since the service launched in 2013.

Figure 5. Studies in the AEA Trial Registry, May 2013 to December 2017

Notes: Figure shows the cumulative (panel A) and new (panel B) trial registrations in the American Economic Association Trial Registry (http://socialscienceregistry.org). Figure available in public domain: http://dx.doi.org/10.7910/DVN/FUO7FC.
3.3 Pre-Analysis Plans

In addition to serving as a useful way to search for research findings on a particular topic, most supporters of study registration also promote the preregistration of studies, including PAPs that can be posted and time stamped even before analysis data are collected or otherwise available (Miguel et al. 2014). Registration is now the norm in medical research for randomized trials, and registrations often include (or link to) prospective statistical analysis plans as part of the project protocol. Official guidance from the US Food and Drug Administration’s Center for Drug Evaluation and Research from 1998 describes what should be included in a statistical analysis plan, and discusses eight broad categories: prespecification of the analysis; analysis sets; missing values and outliers; data transformation; estimation; confidence intervals; and hypothesis testing; adjustment of significance and confidence levels; subgroups, interactions, and covariates; and integrity of data and computer software validity (Food and Drug Administration 1998).

While there were scattered early cases of PAPs being used in economics (most notably by Neumark 2001), the quantity of published papers employing prespecified analysis has grown rapidly in the past few years, mirroring the rise of studies posted on the AEA registry.

There is ongoing discussion of what one should include in a PAP; detailed discussions include Glennerster and Takavarasha (2013), David McKenzie’s World Bank Research Group blog post and a template for PAPs by Alejandro Ganimian (2014). Ganimian’s template may be particularly useful to researchers themselves when developing their own PAPs, and instructors may find it useful in their courses. Building on, and modifying, the FDA’s 1998 checklist with insights from these other recent treatments of PAPs, there appears to be a growing consensus that PAPs in economics should consider discussing at least the following list of ten issues:

1. Study Design
2. Study Sample
3. Outcome Measures
4. Mean Effects Family Groupings
5. Multiple Hypothesis Testing Adjustments
6. Subgroup Analyses
7. Direction of Effect for One-Tailed Tests
8. Statistical Specification and Method
9. Structural Model
10. Time stamp for Verification

PAPs are relatively new to economics, and this list is likely to evolve in the coming years as researchers explore the potential, and possible limitations, of this new tool.

For those concerned about the possibility of “scooping” of new research designs and questions based upon a publicly posted PAP or project description, several of the social science registries allow temporary embargoing of project details. For instance, the AEA registry allows an embargo until a specific date or project completion. At the time of writing, the OSF allows a four-year embargo until the information is made public.

3.3.1 Examples of PAPs

Recent examples of economics papers based on experiments with PAPs include Casey, Glennerster, and Miguel (2012) and Finkelstein et al. (2012), among others.

Casey, Glennerster, and Miguel (2012) discuss evidence from a large-scale field experiment on CDD projects in Sierra Leone. The project, called GoBifo, was intended to make local institutions in postwar Sierra Leone more democratic and egalitarian. GoBifo funds were spent on a variety of local public goods infrastructure (e.g., community centers, schools, latrines, roads), agriculture, and business training projects, and were closely monitored to limit leakage. The analysis finds significant short-run benefits in terms of the “hardware” aspects of infrastructure and economic well-being: the latrines were indeed built. However, a larger goal of the project, reshaping local institutions, making them more egalitarian, increasing trust, improving local collective action, and strengthening community groups, which the researchers call the “software effects,” largely failed. There are a large number of plausible outcome measures along these dimensions, hundreds in total, which the authors analyze using a mean effects index approach for twelve different families of outcomes (with multiple testing adjustments). The null hypothesis of no impact cannot be rejected at 95 percent confidence for any of the twelve families of outcomes.

Yet Casey, Glennerster, and Miguel (2012) go on to show that, given the large numbers of outcomes in their data set and the multiplicity of ways to define outcome measures, finding some statistically significant results would have been relatively easy. In fact, the paper includes an example of how, if they had used the latitude to define outcomes without a PAP, as has been standard practice in most empirical economics studies (and in other social science fields), the authors could have reported either statistically significant and positive effects, or significantly negative effects, depending on the nature of the “cherry picking” of results. We reproduce their results here as Table 4, where panel A presents the statistically significant positive impacts identified in the GoBifo data and panel B highlights negative effects. This finding begs the question: how many empirical economics papers with statistically significant results are, unbeknownst to us, really just some version of either panel A or panel B?

Finkelstein et al. (2012) study the politically charged question of the impacts of health insurance expansion, using the case of Oregon’s Medicaid program, called Oregon Health Plan. In 2008, Oregon determined it could afford to enroll 10,000 additional adults, and it opted to do so by random lottery. Most of the analyses in the impact evaluation were laid out in a detailed PAP, which was publicly posted on the National Bureau of Economic Research’s website in 2010, before the researchers had access to the data.

This is important because, as in Casey, Glennerster, and Miguel (2012), the researchers tested a large number of outcomes: hospital admissions through the emergency room (ER) and not through the ER; hospital days; procedures; financial strain (bankruptcy, judgments, liens, delinquency, medical debt, and nonmedical debt, measured by credit report data); self-reported health from survey data, and so on. When running such a large number of tests, the researchers again could have discovered some “significant” effects simply by chance. The PAP, in conjunction with multiple hypothesis testing adjustments, give us more confidence in the main results of the study: that recipients did not improve significantly in terms of physical health measurements, but they were more likely to have health insurance, had better self-reported health outcomes, utilized ERs more, and had better detection and management of diabetes.

Additional studies that have resulted from the experiment have also employed PAPs, and they show that health insurance increased emergency department use
(Taubman et al. 2014), had no effect on measured physical health outcomes after two years, but did increase health care use and diabetes management, as well as leading to lower rates of depression and financial strain (Baicker et al. 2013). The health care expansion had no significant effect on employment or earnings (Baicker et al. 2014).

Other prominent early examples of economics studies that have employed PAPs include poverty-targeting programs in Indonesia, an evaluation of the Toms shoe company donation program, and a job training program in Turkey, among many others (Olken, Onishi, and Wong 2012; Alatas et al. 2012; Wydick, Katz, and Janet 2014; Hirshleifer et al. 2016). The PAP tool is also spreading to other social sciences beyond economics. For instance, in psychology, a prespecified replication of an earlier paper that had found a link between female conception risk and racial prejudice failed to find a similar effect (Hawkins, Fitzgerald, and Nosek 2015).

One issue that arises for studies that did register a PAP is the question of characterizing the extent to which the analysis conforms to the original plan, or if it deviates in important ways from the plan. To appreciate these differences, scholars will need to compare the analysis to the plan, a step that could be seen as adding to the burden of journal editors and referees. Even if the analysis does conform exactly to the PAP, there is still the possibility that authors are consciously or unconsciously emphasizing a subset of the prespecified analyses in the final study. Berge et al. (2015) develop an approach to

<table>
<thead>
<tr>
<th>Outcome variable:</th>
<th>Mean in control group</th>
<th>Treatment effect</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A. GoBifo “weakened institutions”</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attended meeting to decide what to do with the tarp</td>
<td>0.81</td>
<td>−0.04+</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Everybody had equal say in deciding how to use the tarp</td>
<td>0.51</td>
<td>−0.11+</td>
<td>(0.06)</td>
</tr>
<tr>
<td>Community used the tarp (verified by physical assessment)</td>
<td>0.90</td>
<td>−0.05+</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Community can show research team the tarp</td>
<td>0.84</td>
<td>−0.12*</td>
<td>(0.05)</td>
</tr>
<tr>
<td>Respondent would like to be a member of the Village Development Committee</td>
<td>0.36</td>
<td>−0.04*</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Respondent voted in the local government election (2008)</td>
<td>0.85</td>
<td>−0.04*</td>
<td>(0.02)</td>
</tr>
<tr>
<td><strong>Panel B. GoBifo “strengthened institutions”</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Community teachers have been trained</td>
<td>0.47</td>
<td>0.12+</td>
<td>(0.07)</td>
</tr>
<tr>
<td>Respondent is a member of a women’s group</td>
<td>0.24</td>
<td>0.06**</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Someone took minutes at the most recent community meeting</td>
<td>0.30</td>
<td>0.14*</td>
<td>(0.06)</td>
</tr>
<tr>
<td>Building materials stored in a public place when not in use</td>
<td>0.13</td>
<td>0.25*</td>
<td>(0.10)</td>
</tr>
<tr>
<td>Chiefdom official did not have the most influence over tarpaulin use</td>
<td>0.54</td>
<td>0.06*</td>
<td>(0.03)</td>
</tr>
<tr>
<td>Respondent agrees with “Responsible young people can be good leaders”</td>
<td>0.76</td>
<td>0.04*</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Correctly able to name the year of the next general elections</td>
<td>0.19</td>
<td>0.04*</td>
<td>(0.02)</td>
</tr>
</tbody>
</table>

**Notes**: Reproduced from Casey et al (2012, table VI). (i) Significance levels (per comparison p-value) indicated by + $p < 0.10$, * $p < 0.05$, ** $p < 0.01$; (ii) robust standard errors; (iii) treatment effects estimated on follow-up data; and (iv) includes fixed effects for the district council wards (the unit of stratification) and the two balancing variables from the randomization (total households and distance to road) as controls.
comparing the distribution of $p$-values in the paper’s main tables versus those in the PAP in order to quantify the extent of possibly selective reporting between the plan and the paper.

The Finkelstein et al. (2012) study is a model of transparency regarding the presentation of results. To the authors’ credit, all analyses presented in the published paper that were not prespecified are clearly labeled as such; in fact, the exact phrase “This analysis was not prespecified” appears in the paper six times. Tables in the main text and appendix that report analyses that were not prespecified are labeled with a “^” character to set them apart, and are clearly labeled as such.

3.3.2 Strengths, Limitations, and Other Issues Regarding PAPs

There remain many open questions about whether, when, and how PAPs could and should be used in economics research, with open debates about how useful they are in different subfields of the discipline. Olken (2015), for example, highlights both their “promises and perils.” On the positive side, PAPs bind the hands of researchers and greatly limit specification searching, allowing them to take full advantage of the power of their statistical tests (even making one-sided tests reasonable).

A further advantage of the use of PAPs is that they are likely to help shield researchers from pressures to affirm the policy agenda of donors and policy makers, in cases where they have a vested interest in the outcome, or when research focuses on politically controversial topics (such as health-care reform). This is especially the case if researchers and their institutional partners can agree on the PAP, as a sort of evaluation contract.

On the negative side, PAPs are often complex and take valuable time to write. Scientific breakthroughs often come at unexpected times and places, often as a result of exploratory analysis, and the time spent writing PAPs may thus lead to less time to spend on less structured data exploration.

Coffman and Niederle (2015) argue that there is limited upside from PAPs when replication (in conjunction with hypothesis registries) is possible. In experimental and behavioral economics, where lab experiments utilize samples of locally recruited students and the costs of replicating an experiment are relatively low, they argue that replication could be a viable substitute for PAPs. Yet there does appear to be a growing consensus, endorsed by Coffman and Niederle, that PAPs can significantly increase the credibility of reporting and analysis in large-scale randomized trials that are expensive or difficult to repeat, or when a study that relies on a particular contextual factor makes it impossible to replicate. For instance, Berge et al. (2015) carry out a series of lab experiments timed to take place just before the 2013 Kenya elections. Replication of this lab research is clearly impossible due to the unique context, and thus use of a PAP is valuable.

Olken (2015) and Coffman and Niederle (2015) discuss another potential way to address publication bias and specification search: results-blind review. Scholars in psychology have championed this method; studies that are submitted to such review are often referred to as registered reports (RR) in that discipline. Authors write a detailed study protocol and PAP, and before the experiment is actually run and data are collected, submit the plan to a journal. Journals review the plan for the quality of the design and the scientific value of the research question, and may choose to give “in-principle acceptance.” This can be thought of as a kind of revise and resubmit that is contingent on the data being collected and analyzed as planned. If the author follows through on the proposed design, and the data are of sufficiently high quality (e.g., with sufficiently low sample attrition rates
in a longitudinal study, etc.), the results are to be published regardless of whether or not they are statistically significant, and whether they conform to the expectations of the editor or referees, or to the conventional wisdom in the discipline.

Several psychology journals currently have begun using results-blind review, either regularly or in special issues (Chambers 2013; Chambers et al. 2014; Nosek and Lakens 2014). A recent issue of *Comparative Political Studies* was the first to our knowledge to feature results-blind review in political science (Findley et al. 2016).

In our view, it would also be useful to experiment with results-blind review and registered reports in economics journals. As of yet, no journals have adopted the RR format, although an RR pilot was launched in 2018 by the *Journal of Development Economics* (Foster et al. 2018). The rise in experimental studies and PAPs in economics, as evidenced by the rapid growth of the AEA registry, is likely to facilitate the eventual acceptance of this approach.

### 3.3.3 Observational Studies

An important open question is how widely the approach of study registration and hypothesis prespecification could be usefully applied in non-prospective and nonexperimental studies.

This issue has been extensively discussed in recent years within medical research, but consensus has not yet been reached in that community. It actually appears that some of the most prestigious medical research journals, which typically publish randomized trials, are even more in favor of the registration of observational studies than the editors of journals that publish primarily in nonexperimental research (see the dueling editorial statements in *Epidemiology* 2010; *The Lancet* 2010; Loder, Groves, and MacAuley 2010; Dal-Ré et al. 2014).

A major logical concern with the preregistration of non-prospective observational studies using preexisting data is that there is often no credible way to verify that preregistration took place before analysis was completed, which is different than the case of prospective studies in which the data has not yet been collected or accessed. In our view, proponents of the preregistration of observational work have not formulated a convincing response to this obvious concern.

The only economics study of which we are aware that has used a PAP on nonexperimental data was undertaken in Neumark (2001). Based on conversations with David Levine, Alan Krueger appears to have suggested to Levine, who was the editor of the *Industrial Relations* journal at the time, that multiple researchers could analyze the employment effects of an upcoming change in the federal minimum wage with prespecified research designs, in a bid to eliminate “author effects,” and that this could create a productive “adversarial collaboration” between authors with starkly different prior views on the likely impacts of the policy change (Levine 2001). (The concept of adversarial collaboration—two sets of researchers with opposing theories coming together and agreeing on a way to test hypotheses before observing the data—is often associated with Daniel Kahneman, see, for example Bateman et al. 2005.)

The US federal minimum wage increased in October 1996 and September 1997. Although Krueger ultimately decided not to participate, Neumark submitted a prespecified research design consisting of the exact estimating equations, variable definitions, and subgroups that would be used to analyze the effect of the minimum wage on the unemployment of younger workers using October, November, and December CPS data from 1995 through 1998. This detailed

---

31 A list of journals that have adopted registered reports is available at: https://osf.io/8mpji/wiki/home/.
plan was submitted to journal editors and reviewers prior to the end of May 1997; the October 1996 data started to become available at the end of May 1997, and Neumark assures readers he had not looked at any published data at the state level prior to submitting his analysis plan.

The verifiable “time stamp” of the federal government’s release of data indeed makes this approach possible, but the situation also benefits from the depth and intensity of the minimum-wage debate prior to this study. Neumark had an extensive literature to draw upon when choosing specific regression functional forms and subgroup analyses. He tests two definitions of the minimum wage, the ratio of the minimum wage to the average wage (common in Neumark’s previous work) as well as the fraction of workers who benefit from the newly raised minimum wage (used in David Card’s earlier work, Card 1992, 1992b), and tests both models with and without controls for the employment rate of higher-skilled prime age adults (as recommended by Deere, Murphy, and Welch 1995). The results mostly fail to reject the null hypothesis of no effect of the minimum-wage increase: only eighteen of the eighty specifications result in statistically significant decreases in employment (at the 90 percent confidence level), with estimated elasticities ranging from $-0.14$ to $-0.3$ for the significant estimates and others closer to zero.

A more recent study bases its analysis on Neumark’s exact prespecified tests to estimate the effect of minimum wages in Canada and found larger unemployment effects, but they had access to the data before estimating their models and did not have an agreement with the journal, so the value of this “prespecification” is perhaps less clear (Campolieti, Gunderson, and Riddell 2006). In political science, a prespecified observational analysis measured the effect of the immigration stances of Republican representatives on their 2010 election outcomes (Monogan 2013).

It is difficult to see how a researcher could reach Neumark’s level of prespecified detail with a research question with which they were not already intimately familiar. It seems more likely that, in a case where the researcher was less knowledgeable, they might either prespecify with an inadequate level of detail or choose an inappropriate specification; this risk makes it important that researchers should not be punished for deviating from their PAP in cases where the plan omits important details or contains errors, as argued in Casey, Glennerster, and Miguel (2012).

It seems likely to us that the majority of observational empirical work in economics will continue largely as is for the foreseeable future. However, for important, intensely debated, and well-defined questions, it would be desirable in our view for more prospective observational research to be conducted in a prespecified fashion, following the example in Neumark (2001). Although prespecification will not always be possible, the fact that large amounts of government data are released to the public on regular schedules, and that many policy changes are known to occur well in advance (such as in the case of the anticipated federal minimum-wage changes discussed above, with similar arguments for future elections), will make it possible for the verifiable prespecification of research analysis to be carried out in many settings.

3.3.3.1 Comparisons to Other Research Fields

Another frontier topic in this realm is the use of prespecified algorithms, including machine learning approaches, rather than exact PAPs for prospective studies. For instance, the exact procedure to be used to determine which covariates should be included in order to generate
the most statistically precise estimates can be laid out in advance, even if those covariates are unknown (and unknowable) before the data has been collected. This approach has recently been used in medical trials and biostatistics (van der Laan, Polley, and Hubbard 2007; Sinisi et al. 2007).

A proposal related to, but slightly different than, PAPs is Nobel Prize winning physicist Saul Perlmutter’s suggestion for the social sciences to use “blind analysis” (MacCoun and Perlmutter 2015). In blind analysis, researchers add noise to the data while working with it and running the analysis, thus preventing them from knowing which way the results are turning out and thus either consciously or unconsciously biasing their analysis, until the very end, when the noise is removed and the final results are produced. This technique is apparently quite common in experimental physics (Klein and Roodman 2005), but we are not aware of its use in economics or other social sciences.

Major differences are also beginning to emerge in the use of PAPs, and in the design and interpretation of experimental evidence more broadly, among economists versus scholars in other fields, especially health researchers, with a much greater role of theory in the design of economics experiments. Economists often design experiments to shed light on underlying theoretical mechanisms, to inform ongoing theoretical debates, and measure and estimate endogenous behavioral responses. These behavioral responses may shed light on broader issues beyond the experimental intervention at hand, and thus could contribute to greater external validity of the results. As a result, PAPs in economics are often very detailed, and make explicit reference to theoretical models. For example, Bai et al. (2015) preregistered the theoretical microeconomic model and detailed structural econometric approach that they planned to apply to a study of commitment contracts in the Indian health sector.

This distinction between the types of studies carried out by medical researchers versus economists (including those working on health topics) has a number of important implications for assessing the reliability of evidence. One has to do with the quality standards and perceptions of the risk of bias in a particular design. For medical trialists accustomed to the CONSORT standards or other medical efficacy trial reporting guidelines (described below), studies that do not feature double-blinding, and thus run the risk of endogenous behavioral responses to the medical intervention, are considered less reliable than those studies that employ double-blinding (for a detailed discussion, see Eble, Boone, and Elbourne 2014). A double-blind study is one in which neither the participants nor the experimenters know who is receiving a particular treatment. While a few studies conducted by economists do feature double-blinding (e.g., Thomas et al. 2003 and Thomas et al. 2006), in nearly all settings, blinding participants to their status is either logistically difficult (for instance, if government partners are unwilling to distribute placebo treatments to some of their population) or even impossible.

To illustrate, how would you provide a placebo treatment in a study investigating the impact of the distribution of cash transfers on household consumption patterns? Even in settings that might seem promising for placebo treatments, such as the community-level deworming treatments discussed in Miguel and Kremer (2004), blinding participants to their status is basically impossible: deworming generates side effects (mainly gastrointestinal distress) in roughly 10 percent of those who take the pills, so community members in a placebo community would quickly deduce that they were in fact not receiving real deworming
drugs if there are few or no local cases of side effects.

As noted above, endogenous behavioral responses are often exactly what we economists (and other social scientists) set out to measure and estimate in our field experiments, as described in our PAPs, and thus are to be embraced rather than rejected as symptomatic of a “low-quality” research design that is at “high risk of bias.” Taken together, it is clear to us that the experimental literature in economics (and increasingly in other social sciences such as political science) often has very different objectives than medical, public health, and epidemiological research, and thus different research methodologies are called for. Despite the value of learning from recent experience in biomedical research, and the inspiration that the experience of medical research has provided for the rise of new experimental research methods in the social sciences, economists have not simply been able to import existing medical trial methods wholesale, but are developing new and tailored approaches to preregistration, PAPs, reporting standards, and transparency more broadly.

3.4 Disclosure and reporting standards

Another approach to promoting transparency is to establish detailed standards for the disclosure of information regarding study design, data, and analysis. These could serve to limit at least some forms of data mining and specification searching, or at least might make them more apparent to the reader.

Detailed reporting standards have become widespread in medical research for both experimental and observational research. Most notably for clinical trials, the Consolidated Standards of Reporting Trials (CONSORT) was developed (Begg et al. 1996). A before-and-after comparison showed improvement in some measures of study reliability (Moher et al. 2001), and the standards have been twice revised (Moher, Schulz, and Altman 2001; Schulz, Altman, and Moher 2010) and since extended to at least ten specific types of research designs, interventions, or data. Among others, and possibly particularly relevant for some types of economics research, these include cluster randomized trials (Campbell, Elbourne, and Altman 2004; Campbell et al. 2012), non-pharmacological treatment interventions (Boutron et al. 2008), and patient-reported outcomes (Calvert et al. 2013). In addition to the requirement by the ICMJE (a group composed of editors of top medical journals such as the *British Medical Journal, The Lancet, JAMA*, etc.) that randomized trials be registered in a registry such as clinicaltrials.gov, it is now standard that these journals require authors to include a completed CONSORT checklist at the time of article submission.52

Observational research in epidemiology is increasingly subject to its own set of guidelines, the so-called Strengthening the Reporting of Observational Studies in Epidemiology standards (von Elm et al. 2007). In fact, developing reporting guidelines is a growth industry in medical research: at least 284 sets of guidelines have been developed for different types of health research. To deal with the proliferation of reporting standards, the Equator Network has been established to organize these guidelines and help researchers identify the most appropriate set of guidelines for their research.33

There are obviously very strong, and well understood, norms regarding how to report
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33Equator: Enhancing the QUAlity and Transparency Of health Research, see http://www.equator-network.org/.
empirical results in economics studies, but there are far fewer formal guidelines or reporting checklists than in medical research. One exception is the AEA policy, announced in January 2012[^34] that its journals would require disclosure statements from authors regarding potential conflicts of interest. The AEA journals enforced the policy in July 2012, and the NBER working paper series has since adopted a similar set of required disclosures.[^35] It appears the economics discipline may have been shamed into adopting these conflict of interest policies, at least in part, by the scathing Academy Award-winning documentary “Inside Job,” which argued that some leading economists with strong (and often undisclosed) ties to the financial services industry were at least somewhat complicit in promoting policy choices that contributed to the 2008 global financial crisis (Casselman 2012).

Despite recent progress on conflict of interest disclosure, there has been less change within economics regarding other forms of disclosure or reporting guidelines. The only set of disclosure guideline specific to economics that we are aware of is the Consolidated Health Economic Evaluation Reporting Standards, although these appear to be more widely followed in health than in economics (Husereau et al. 2013). In this regard, there has been less movement within economics than in other social sciences, including political science, where a section of the American Political Science Association has developed guidelines for reporting of experimental research (Gerber et al. 2014). The American Political Science Association has formed committees that resulted in the DART statement, which APSA adopted in both its Ethics Guide and Journal Editors’ Transparency Statement, with twenty-seven journals choosing to enact data sharing, data citation, and analytical methods sharing standards starting January 15, 2016.[^36]

In psychology, researchers have created an extension of CONSORT for social and psychological interventions (CONSORT-SPI) (Montgomery et al. 2013; Grant et al. 2013). Others psychologists have proposed that an effective way to reform reporting and disclosure norms within their discipline is for referees to enforce desirable practices when reviewing articles (Simmons, Nelson, and Simonsohn 2011). These authors recommended six conditions for referees to consider include the following:

1. Authors must decide the rule for terminating data collection before data collection begins and report this rule in the article.
2. Authors must collect at least twenty observations per cell or else provide a compelling cost-of-data-collection justification.[^37]
3. Authors must list all variables collected in a study.
4. Authors must report all experimental conditions, including failed manipulations.
5. If observations are eliminated, authors must also report what the statistical results are if those observations are included.
6. If an analysis includes a covariate, authors must report the statistical

[^34]: See https://www.aeaweb.org/PDF_files/PR/AEA_Adopts_Extensions_to_Principles_for_Author_Disclosure_01-05-12.pdf.
[^37]: It is now widely acknowledged, including by Simmons, Nelson, and Simonsohn themselves, that twenty is typically far too few. More generally, this sort of ad hoc sample size guideline seems difficult to justify as a blanket rule across all settings.
results of the analysis without the covariate.

These disclosure rules are further simplified into a simple twenty-one-word solution to be used by authors: “We report how we determined our sample size, all data exclusions (if any), all manipulations, and all measures in the study” (Simmons, Nelson, and Simonsohn 2012). There is a corresponding statement to be used by reviewers: “I request that the authors add a statement to the paper confirming whether, for all experiments, they have reported all measures, conditions, data exclusions, and how they determined their sample sizes. The authors should, of course, add any additional text to ensure the statement is accurate. This is the standard reviewer disclosure request endorsed by the COS (see http://osf.io/project/hadz3). I include it in every review.”

Recently, we, the authors of this article, were part of an interdisciplinary group of researchers that developed a detailed set of journal guidelines called the Transparency and Openness Promotion (TOP) Guidelines (Nosek et al. 2015). This modular set of guidelines for journals features eight categories, namely: citation standards, data transparency, analytic methods (code) transparency, research materials transparency, design and analysis transparency, preregistration of studies, preregistration of analysis plans, and replication—with four levels (0–3) of transparency that journals could choose to endorse or require. For example, with regards to data transparency, the level zero standard is that the journal either encourages data sharing or says nothing, while the level three standard is that “data must be posted to a trusted repository, and reported analyses will be reproduced independently prior to publication”; levels 1 and 2 fall somewhere in between. Journals could choose to adopt higher standards in some categories than others, as they feel most appropriate for their research community.

In the six months after the guidelines were published in Science, 538 journals and 57 organizations across a wide variety of scientific disciplines, including many in the social sciences, expressed their support for the standards and agreed to evaluate them for potential adoption. Science implemented the standards in 2017 (McNutt 2016). However, none of the leading economics journals have yet chosen to endorse or implement the guidelines; we encourage economics journal editors to review the guidelines and seriously consider adopting high transparency and reproducibility standards for their journals, keeping in mind that the TOP standards are meant to be modular, rather than one-size-fits-all.

One last issue is worth a brief mention. Another important dimension of research transparency related to disclosure has to do with the presentation of data and results in tables, figures, and other display items. There is a flourishing literature on effective data visualization approaches, much of it inspired by the seminal work of political scientist Edward Tufte (2001). While beyond the scope of this survey article, we refer interested readers to Gelman, Pasarica, and Dodhia (2002) and Schwabish (2014) for detailed discussions.

3.4.1 Fraud and Retractions

Building on the discussion in section 2, it appears that the formulation of explicit economics journal standards for article retraction, and clearer communication on journal websites stating when an article is retracted, could also be beneficial. The RePEC tracking of offenses, mentioned above, is a helpful but only partial start.

There is mounting evidence from other research fields that could help inform the creation of new standards in economics. Evidence from article retractions cataloged in PubMed show that the rate of retractions in medical research is on the rise. Articles appear to be retracted sooner after publication, and it is not the case that fraud represents an increasing proportion of reasons for retractions (Steen 2011; Steen, Casadevall, and Fang 2013). With tracking of offenses, researchers can use the Retraction Index (simply the fraction of retracted articles per 1,000 papers published in a journal) that Fang and Casadevall (2011) show to be positively correlated with journal impact factor.

Optimistically, perhaps, Fanelli (2013) argues that the evidence of an increasing rate of retractions points toward a stronger system, rather than an increasing rate of fraud. This claim is based on the facts that, though the rate of retractions is increasing, the rate of article corrections has not; despite the increasing proportion of journals issuing retractions, the rate of retractions per retracting journal has not increased; and despite an increase in allegations made to the US Office of Research Integrity, the rate of misconduct findings has not increased.

Researchers have also developed novel statistical tools that one can use to detect fraud, using the fact that humans tend to drastically underestimate how noisy real data is when they are making up fraudulent data. Simonsohn (2013) used this forensic technique after observing summary statistics that were disturbingly similar across treatment arms to successfully combat fraud in psychology, resulting in the retraction of several papers by two prominent scholars.

Another potentially useful tool is post-publication peer review. Formalizing post-publication peer review puts us in relatively uncharted waters. Yet it is worth noting that all four of the AEA’s American Economic Journals allow for comments to appear on every article’s official web page, post-publication (anonymous comments are not allowed). The feature does not appear to be widely used, but in one case, Lundqvist, Dahlberg, and Mörk (2014), comments placed on the website have actually resulted in changes to the article between its initial online prepublication and the final published version, suggesting that this could be a useful tool for the research community to improve the quality of published work in the future.39

3.5 Open Data and Materials, and Their Use for Replication

There has clearly been considerable progress on the sharing of the data and materials necessary for replication since the famous 1980’s Journal of Money, Credit, and Banking project mentioned above. Today, all American Economic Association journals require sharing of data and code to at least make replication theoretically possible (Glandon 2010). However, many leading journals in economics only recently introduced similar requirements, most notably the Quarterly Journal of Economics, and even when journal data sharing policies exist, they are rarely enforced in a serious way (McCullough, McGearry, and Harrison 2008; Anderson et al. 2008). Authors can share the bare minimal final data set necessary to generate the tables in the paper—all merging, cleaning, and removal of outliers or observations with missing data already done. Stripping this data set of any additional variables not used in the final analysis would meet journal sharing requirements, and is certainly a big step forward relative to sharing no data at all, but it does limit the usefulness of the data set for other researchers hoping to probe the robustness

of the published results, extend the analysis, or utilize the data for other purposes.

This means that in practice, we economists as a discipline are still in a situation in which replication attempts for most empirical studies are still relatively costly in terms of time and effort. Despite improved (if still imperfect) data availability, we also know of no mainstream journal in economics that systematically tests that submitted data and code actually produce the claimed results as a precondition of publication. An interesting new movement hoping to change this is the Peer Reviewer’s Openness Initiative, whereby researchers can pledge that after a certain date they will begin to require data sharing at the time of peer review in the articles they referee (Morey et al. 2016). If journal reviewers demand en masse to have access to the code and data that generated the results, and new norms develop around this expectation, this might lead to rapid changes in data-sharing practices, given the central role that journal publication plays in scholars’ individual professional success and standing.

As discussed above, the imprecise definition of the term “replication” itself often leads to confusion (Clemens 2015). Clarification of what authors mean when they say a replication “failed” (can the data not even produce the published results, are they not robust to additional specifications, or does a new sample or extended data set produce different results?) may be an important first step to mainstreaming replication research within economics.

Some economists have advocated for a Journal of Replication (and as many have called for a Journal of Null Results), including recently Coffman and Niederle (2015) and Zimmermann (2015), but the low status that would likely accompany these journals could limit submission rates and doom them to failure. In lieu of this, several alternative solutions have been proposed. Hamermesh (2007) urges top journals to commission a few replications per year from top researchers, on a paper of the authors’ choice, with acceptance guaranteed but subject to peer review (not by the original author, though they would be allowed to respond).

In psychology, Nosek, Spies, and Motyl (2012) are also skeptical of creating new journals devoted to replications or null results, and instead suggest crowdsourcing replication efforts. This seems to have been extremely successful, with two large-scale replication efforts in which many researchers worked together to repeat classic experiments in psychology with new samples, the Many Labs project (Klein et al. 2014) and the RPP (Open Science Collaboration 2012, 2015). Both were published in prominent journals and widely covered in the popular media. A similar project in cancer biology is ongoing.

The Many Labs project sought to reproduce 13 effects found in the literature, testing them in 36 samples with a total sample size of 6,344, and determining whether online samples produced different effects than lab samples, and also comparing international to US samples. They find that two types of interventions failed to replicate entirely, while results for other replications relative to the original studies were more nuanced.

The RPP team repeated the experiments of one hundred previous effects, finding that only 47 percent of the replications produced results in the original 95 percent confidence interval, and subjectively considered 39 percent of the original findings to have successfully been “reproduced.”

---

40 For more information, see http://opennessinitiative.org.

Some in psychology have taken issue with the claims of the RPP, most notably Gilbert et al. (2016), who argue that differences in implementation between original and replication experiments were inappropriate and introduces noise in addition to the expected sampling error. When taking this into account, one should actually expect the relatively low reported replication rate, and they thus argue there is no replication crisis. Some of the original RPP authors respond that differences between original and replication studies were in fact often endorsed by original study authors and take issue with the statistical analysis in Gilbert et al. (Anderson et al. 2016).

Simonsohn (2015) engages in further discussion of how one should evaluate replication results, suggesting that powering a replication based on the effect size of the original study is problematic, and to distinguish the effect size from zero, replications (at least in psychology, with their typically small sample and effect sizes) should have a sample at least 2.5 times as large as the original. An optimistic take by Patil, Peng, and Leek (2016) suggests that researchers should compare the effect in the replication study to a “prediction interval” defined as

$$\hat{r}_{\text{orig}} \pm z_{0.975} \sqrt{\frac{1}{n_{\text{orig}} - 3} + \frac{1}{n_{\text{rep}} - 3}}$$

where $\hat{r}_{\text{orig}}$ is the correlation estimate in the original study, $n_{\text{orig}}$ and $n_{\text{rep}}$ are the sample sizes in the original and replication studies, respectively; and $z_{0.975}$ is the 97.5 percent quantile of the normal distribution, which incorporates uncertainty in the estimates from both the original and replication study. Applying this approach leads to much higher estimates of study replication (75 percent) for the RPP.

Economists may be interested to know that the researchers behind the RPP also included a prediction market in their project, and the market did a fairly good job of predicting which of the effects studies would ultimately be reproduced (Dreber et al. 2015). Unlike the prediction market in Camerer et al. (2016), the RPP prediction market outperformed a survey of researcher beliefs.42

Despite the inability to replicate so many prominent empirical papers in economics (discussed above), there have been few systematic efforts to replicate findings, with one exception (in addition to Camerer et al. 2016) being the new 3ie replication program for development economics studies, which has replicated a handful papers to date, including one by an author of this article.43 Few economics journal editors specifically seek to publish replications, and even fewer are willing to publish “successful” replications, i.e., papers that demonstrate that earlier findings are indeed robust, with the Journal of Applied Econometrics being a notable exception (Pesaran 2003). Despite the value to the research enterprise of more systematic evidence on which empirical results are actually reliable, and the fact that many scholars have advocated for changes in this practice over the years with a near constant stream of editorials (see among others Kane 1984; Mittelstaedt and Zorn 1984; Fuess 1996; Hunter 2001; Camfield and Palmer-Jones 2013; Duvendack and Palmer-Jones 2013; Duvendack, Palmer-Jones, and Reed 2015; and Zimmermann 2015), as yet there has been little progress within the economics profession toward actually publishing replication studies on a more general basis.

---

42 For related research on expert predictions, see DellaVigna and Pope (2016). Other psychology researchers have tried another way to crowdssource replication: instead of bringing different research groups together to all independently run the same classic experiment, other researchers have independently analyzed the same observational data set and attempted to answer the same question, in this case, the question of whether darker skintoned soccer players receive more red cards as a result of their race, conditional on other factors (Silberzahn and Uhlmann 2015).

43 http://www.3ieimpact.org/evaluation/impact-evaluation-replication-programme/.
(Andreoli-Versbach and Mueller-Langer 2014). In many ways, the patterns in economics are similar to those in the other social sciences, particularly in political science, where prominent voices have long spoken out in favor of replication, but their publication remains rare (King 1995, Gherghina and Katsanidou 2013).

3.5.1 Computational Issues

Scholars’ ability to carry out replications and share data has been facilitated by new software and computational improvements (Buckheit and Donoho 1995). Some of these advances are described in Koenker and Zeileis (2009). They discuss what has come to be called Claerbout’s principle: “An article about computational science in a scientific publication is not the scholarship itself, it is merely advertising of the scholarship. The actual scholarship is the complete software development environment and the complete set of instructions which generated the figures.” Koenker and Zeileis recommend version control, using open source programming environments when possible (including for document preparation), and literate programming, which is defined below.

Version-control software makes it easier to maintain detailed record keeping of changes to statistical code, even among multiple collaborators. Koenker and Zeileis (2009) discuss one such centralized system, Subversion (SVN, http://subversion.apache.org), but in recent years, distributed forms of version control such as Git have become more widely used, and are well-supported by a user community.44

For document preparation, Koenker and Zeileis (2009) discuss LaTeX, which has a steep learning curve but has the advantage of being open source, and has the ability to intermix, or “weave” text, code, and output. Even more recently, dynamic documents (which Koenker and Zeileis refer to as literate programming, see also Knuth 1992) can be used to write statistical analysis code and the final paper all in a single master document, making it less likely that copying and pasting between programs will lead to errors and making it possible, in some cases, to reproduce an entire project with a single mouse click. The knitr package for R, incorporated into R Studio, makes this relatively easy to implement (Xie 2013, 2014). Jupyter notebooks (http://jupyter.org) also simplifies interactive sharing of computational code with over forty popular open source programming languages (Shen 2014). Many programs that accommodate these approaches, including R, Python, and Julia, are open source, making it easier for members of the research community to look under the hood and possibly reduce the risk of the software computational errors documented in McCullough and Vinod (2003).45 Computational aspects of reproducibility are discussed at length in Stodden, Leisch, and Peng (2014).

3.5.2 The Limits of Open Data

While we believe that economics as a whole would benefit from stronger data-sharing requirements and more widespread publication of replication research, there are also potential downsides to data sharing that cannot be ignored. Technological innovations, and in particular the explosion in Internet access over the past twenty years, have made the sharing of data and materials much less


45 The recommendations regarding checking the conditions of Hessians for nonlinear solving methods proposed by McCullough and Vinod (2003) are quite detailed, and were modified after omissions were brought to light. See Shachar and Nalebuff (2004), McCullough and Vinod (2004a), Drukker and Wiggins (2004), and McCullough and Vinod (2004b).
costly than was the case in earlier periods. However, the rise of “big data,” and in particular, the massive amounts of personal information that are now publicly available and simple to locate online, also mean that open data sharing raises new concerns regarding individual confidentiality and privacy.

For instance, it has been shown in multiple cases that it is often trivially easy to identify individuals in purportedly “de-identified” and anonymous data sets using publicly available information. In one dramatic illustration, MIT computer science PhD student Latanya Sweeney sent then-Massachusetts Governor William Weld his own complete personal health records only days after anonymized state health records were released to researchers (Sweeney 2002). A new focus of computer science theorists has been developing algorithms for “differential privacy” that simultaneously protect individual privacy while allowing for robust analysis of data sets. They have established that there is inherently a trade-off between these two objectives (Dwork and Smith 2010; Heffetz and Ligett 2014), though few actionable approaches to squaring this circle are currently available to applied researchers, to our knowledge.

4. Future Directions and Conclusion

The rising interest in transparency and reproducibility in economics reflects broader global trends regarding these issues, both among academics and beyond. As such, we argue that “this time” really may be different than earlier bursts of interest in research transparency within economics (such as the surge of interest in the mid-1980s following Leamer’s 1983 article) that later lost momentum and mostly died down.

The increased institutionalization of new practices—including through the new AEA RCT registry, which has rapidly attracted over a thousand studies, many employing PAPs, something unheard of in economics until a few years ago—is evidence that new norms are emerging. The rise in the use of PAPs has been particularly rapid in certain subfields, especially development economics, pushed forward by policy changes promoting PAPs in the Jameel Poverty Action Lab, Innovations for Poverty Action, and the Center for Effective Global Action. Interest in PAPs, and more broadly in issues of research transparency and openness, appears to be particularly high among PhD students and younger faculty (at least anecdotally), suggesting that there may be a generational shift at work.

The Berkeley Initiative for Transparency in the Social Sciences (BITSS) is another new institution that has emerged in recent years to promote dialogue and build consensus around transparency practices. BITSS has established an active training program for the next generation of economists and other social scientists, as well as an award to recognize emerging leaders in this area, the Leamer–Rosenthal Prize for Open Social Science. Other specialized organizations have also emerged in economics: the Replication Network aims promote the publication of replication studies, Project Teaching Integrity in Empirical Research (TIER) has developed a curriculum to teach computational reproducibility to economics undergraduates, and the Meta-Analysis of Economics Research Network has developed guidelines for meta-analysis (Stanley et al. 2013). Similar organizations play analogous roles in other disciplines, including the COS, which is most active within psychology (although it spans other fields), and the EGAP group.

46 http://www.bitss.org. In the interest of full disclosure, Miguel is one of the founders of BITSS and currently its faculty director, and Christensen is a postdoctoral research fellow at BITSS. BITSS is an initiative of the Center for Effective Global Action at UC Berkeley.

At the same time, we have highlighted many open questions. The role that PAPs and study registration could or should play in observational empirical research—which comprises the vast majority of empirical economics work, even a couple of decades into the well-known shift toward experimental designs—as well as in structural econometric work, macroeconomics, and economic theory remains largely unexplored. There is also a question about the impact that the adoption of these new practices will ultimately have on the reliability of empirical research in economics. Will the use of study registries, PAPs, disclosure statements, and open data and materials lead to improved research quality in a way that can be credibly measured and assessed? To this point, the presumption among advocates (including ourselves, admittedly) is that these changes will indeed lead to improvements, but rigorous evidence on these effects, using meta-analytic approaches or other methods, will be important in determining which practices are in fact most effective, and possibly in building further support for their adoption in the profession.

There are many potential avenues for promoting the adoption of new and arguably preferable practices, such as the data sharing, disclosure, and preregistration approaches described at length in this article. One issue that this article does not directly address is how to most effectively—and rapidly—shift professional norms and practices within the economics research community. Shifts in graduate training curricula journal standards (such as the TOP Guidelines), and research funder policies might also contribute to the faster adoption of new practices, but their relative importance and the costs of adopting them remain open questions. The study of how social norms among economists have shifted, and continue to evolve, in this area is an exciting social science research topic in its own right, and one that we hope is also the object of greater scholarly inquiry in the coming years.
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