Lobell et al. reply — The comments by Basso and Ritchie are unconvincing for several reasons. First, the main point of our paper (hereafter referred to as L13) was to gain insight into the mechanism behind the observed negative correlation between extreme heat and yields, a point that Basso and Ritchie do not address. Second, the Agricultural Production Systems Simulator (APSIM) uses a daily time step, and the soil–water balance of the dynamic crop model does account for the amount and timing of rainfall and incorporates algorithms to predict runoff and deep drainage. The timing of rainfall has, of course, an effect on simulated yields, and is one of the many reasons why extreme heat is not a perfect predictor of yields.

Third, they claim that estimates of potential water demand in APSIM are too high, and report values for Penman evapotranspiration (ET) that are all below 6 mm. It is unclear what their table purports to show, or why they choose 15 MJ m⁻² radiation for Penman when an assumption of 40 g m⁻² for potential growth in APSIM would correspond to much higher radiation levels of about 25 MJ m⁻². In addition, contrary to the claim made by Basso and Ritchie, many studies have reported ET in maize fields of 10 mm or more per day. Howell et al. report Penman–Monteith calculated values of 12 mm for high-temperature and -radiation conditions. In addition, Piccinni et al. note that based on large field lysimeter studies, crop water requirements for well-watered maize are 1.2 times greater than the Penman–Monteith estimate, even at such high values. The high Penman–Monteith values for high demand (high radiation and temperature) conditions are reinforced by further large lysimeter studies in irrigated maize that show measured ET rates of greater than 10 mm per day for a significant part of the crop cycle (for high leaf-area index).

All of these data closely reflect the estimates derived from the algorithms in APSIM. The evidence highlights that the estimate of potential water use is highly dependent on environmental conditions, and the calculations presented by Basso and Ritchie do not compare like with like. The geographical location is not of concern; the issue is the prevailing environment. While location might affect the frequency of conditions, high demand conditions occur throughout the midwest during the growing season and more so in some years.

Note that even if differences existed between the two approaches, these differences are not evidence that one approach is right and the other is wrong. For example, Monteith argued that transpiration is limited by growth (as reflected in the APSIM approach), rather than vice versa, as reflected in the Penman approach. We would like to see additional modelling groups repeat the analysis of L13; perhaps some will find that their models are less sensitive to extreme heat or more sensitive to rainfall than both APSIM and observations indicate. However, Basso and Ritchie do not provide any evidence to convince us that our analysis overstated the role of vapour-pressure deficit, and they provide no alternative explanation for the observational fact that yields are much more strongly associated with extreme heat than is rainfall.
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CORRESPONDENCE:
Temperature and violence

To the Editor — Academic disputes are often contentious, but ‘conflict studies’ are especially so. Raleigh et al. criticize our recent papers for “anchoring a modern form of environmental determinism”, claiming that our focus on environmental conditions “removes violence from its local, social and political contexts” and that our results imply that “poor people act violently for natural reasons”. Both claims are based on misunderstandings of our work and the methods we employ.

Our findings show that the relationship between extreme temperatures and violence is observed in both rich and poor populations alike and we have consistently highlighted the importance of socio-economic settings. For instance, we demonstrated that the effects of global climatic variation on civil conflicts in the tropics are lower, but still positive, for relatively richer countries. Similarly, in our meta-analysis of the literature we find the magnitude of the effects of climate anomalies on intergroup conflict to be over three times larger than the magnitude of the effects on interpersonal conflict. This implies that both the local socio-economic context and the type of conflict being examined are important. Even our earliest work studied how the effects of climate on conflict differed across local economic, political, social, geographic and demographic conditions.

None of this work claims that high temperatures or other climatic variations are necessary or sufficient to trigger violence at any scale. To use an analogy, drunkenness may increase traffic accidents, but not all traffic accidents involve drunk drivers and not all drunk drivers have traffic accidents.

All of us believe that political and economic factors influence the occurrence of conflict. Indeed all of our statistical models acknowledge these factors — as Raleigh and colleagues themselves note. We agree with the sentiment that a complete conceptual model of conflict must include political, social and economic factors in addition to environmental causes. The research community will get there faster by first...
Managing unnatural disaster risk from climate extremes

Reinhard Mechler, Laurens M. Bouwer, Joanne Linnerooth-Bayer, Stefan Hochrainer-Stigler, Jeroen C. J. H. Aerts, Swenja Surminski and Keith Williges

Truly understanding climate-related disaster risk, and the management of that risk, can inform effective action on climate adaptation and the loss and damage mechanism, the main vehicle under the UN Climate Convention for dealing with climate-related effects, including residual impacts after adaptation.

Despite a dramatic start concurrent with the massive destruction wrought by typhoon Haiyan on the Philippines, the 19th Conference of the Parties to the UN Climate Convention has been considered as another one with little impact. Literally in the last minute, however, it saw the establishment of the Warsaw International Mechanism for Loss and Damage. The exact form of this vehicle, which is scheduled for further development, is still largely unclear and will be heavily debated over the coming three years. As the first of a number of functions, it is to focus on “Enhancing knowledge and understanding of comprehensive risk management approaches…”.

Climate-related disaster risk management is a central focus of the mechanism, and has been fundamental for climate policy and science. Recent commentaries in Nature Climate Change suggested the upgrading of vulnerability and risk assessments, working towards climate attribution and using stress-testing techniques as ways towards an improved understanding of the risk. Yet, what else is specifically necessary for comprehensively tackling disaster risk and risk management in light of climate change? In particular, regarding debate on the loss and damage mechanism, how can some of the stumbling blocks be avoided?